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Abstract

Yogyakarta, an Indonesian province prone to earthquakes, frequently suffers extensive damage to buildings, 
necessitating insurance coverage to mitigate potential losses. This study aims to forecast earthquake insurance 
premiums by predicting building damage levels resulting from earthquakes. Utilizing data from buildings 
affected by the June 30, 2023, earthquake in Yogyakarta, we employ K-Medoids Clustering and Support Vector 
Machine (SVM) to predict two categories of building damage: minor (labelled as 1) and heavy (labelled as 2). 
The total premiums for minor damage range from approximately USD 86.55 to USD 288.50, while for heavy 
damage, they range from USD 120.05 to USD 400.18 using the K-Medoids algorithm. Meanwhile, premiums 
for minor damage range from USD 83.14 to USD 277.13, and for heavy damage, they range from USD 223.67 
to USD 745.55 using the SVM algorithm.
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INTRODUCTION  
Disasters are events that occur suddenly and unpredictably resulting in great losses to human life and 
the environment. Disasters can occur naturally or because of human activity (Makwana, 2019). Disasters 
that occur naturally include tornadoes, landslides, earthquakes, tsunamis, and erupting mountains. 
While disasters caused by humans include floods, pollution, and leakage of factory waste. According 
to McFarlane et al. (2006), disasters are phenomena that can cause trauma to individuals, starting from 
critical and time-limited conditions and occurring because of nature, technology, and even humans. 
Indonesia is not spared from natural disasters that threaten such as earthquakes. There are many reasons 
why Indonesia often experiences earthquakes. According to the United States Geological Survey (USGS), 
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most earthquakes and volcanic eruptions do not occur randomly, but occur in certain regions, namely 
the Pacific ring of fire. This area is a confluence between the Pacific plate and various tectonic plates 
around it, so this area is a very seismically and volcanically active. The fact that Indonesia has a complex 
and active tectonic arrangement and has a geographical location at the confluence of four tectonic plates 
supports that Indonesia will not be separated from earthquakes. These tectonic plates include the Pacific 
Plate, Eurasian Plate, Philippine Sea Plate, and Indo-Australian Plate (National Earthquake Study Center 
(Indonesia), & Research and Development Center for Housing and Settlements (Indonesia), 2021).

According to Meteorology Climatology and Geophysics Council of Indonesia (BMKG) in 2022, data 
states that within three years earthquakes in Indonesia have increased. A total of 8 264 earthquakes  
in 2020, increased in 2021 to 10 519 earthquakes and continued to increase until 2022 to 10 792 earthquakes. 
The location of this earthquake spread across all provinces in Indonesia from Sabang to Merauke.  
Of all provinces in Indonesia, Yogyakarta is one of the provinces with a high frequency of earthquakes. 
In 2006, precisely on May 26, a large earthquake measuring 6.3 on the Richter scale shook Yogyakarta 
which had a depth of 11.3 km. This earthquake resulted in a lot of losses and casualties. Recently, there 
has been another major earthquake in Yogyakarta on June 30, 2023. According to the report of the Head 
of the Regional Disaster Management Agency (BPBD) of the Special Region of Yogyakarta, a tectonic 
earthquake occurred at 19.57 Indonesian Time with the center located in the South Indian Ocean  
of Java with a depth of 67 km. All kinds of natural disasters certainly cause losses both material and 
non-material. This study specifically discusses the earthquake that occurred in Yogyakarta on June 30, 
2023, and its impact, especially on buildings. Based on this information, one way to minimize the risk 
of loss from building damage caused by an earthquake is the use of insurance. Referring to Article 246 
of the Commercial Law Code (KUHD) states that insurance is a contract in which the insurer promises 
to the insured through the collection of premiums, to compensate for losses, damages, and even loss 
of profits caused by an uncertain event (Santri, 2017). One part of insurance is loss insurance which 
contains disaster insurance. At present, seismic risk is a pressing issue for both public authorities and 
private organizations due to the potential for numerous fatalities and considerable economic losses 
resulting from a seismic event (Hofer et al., 2022).From 2000 to 2016, the average direct economic loss 
in the form of damage to buildings and supporting objects caused by natural disasters that occurred  
in Indonesia reached around IDR 22.8×10^12 or USD 1 414 585 096.80 and the possibility of losses due  
to natural disasters will increase in the future if efforts to reduce, prepare, and transfer risks are not carried 
out (Fiscal Policy Agency, Ministry of Finance of the Republic of Indonesia, 2018). Risk reduction, setup, 
and transfer efforts can be run through insurance. Therefore, a good disaster insurance model, especially 
earthquake insurance is needed in Indonesia.

The purpose of this research is to provide an overview of the calculation of earthquake insurance 
premiums that result in material losses, especially for affected buildings, by employing k-medoids and 
Support Vector Machine in determining the level of building damage. In this study, we simulate the 
calculation of premiums that must be paid by customers to the insurer regarding loss insurance from 
earthquakes based on actual data from the Regional Disaster Management Agency of Bantul, Yogyakarta, 
which includes variables such as impact, urban village, latitude, longitude, damage, and Peak Ground 
Acceleration (PGA). Premium calculation simulation is carried out by predicting the level of damage  
to buildings due to earthquakes in advance. There are many statistical methods that can be used in 
predicting data, one of which is k-medoids and Support vector machine (SVM). K-medoids is the process 
of grouping data into certain classes that have the same characteristics, while SVM is one of the statistical 
methods that is usually used to classify and predict by finding hyperplane or a delimiter to separate two 
sets of data from two different classes (Octaviani et al., 2014). The k-medoids and SVM methods have 
differences. In the k-medoids method, there is no need for class labels, but in SVM there are class labels 
that are used to build models in prediction process. This study compares the two methods for classification 



2024

353

104 (3)STATISTIKA

of the level of building damage. We then simulate the calculation of premiums caused by the level  
of damage resulting from each method.

1 REVIEW OF LITERATURE
The 2018 study by Agustian Noor titled "Comparison of Ordinary Support Vector Machine and Particle 
Swarm Optimization-Based Support Vector Machine Algorithms for Earthquake Prediction" utilized 
earthquake data from South Sumatra spanning from 2014 to 2020. The research aimed to analyze 
earthquake occurrences in North Sumatra by comparing the SVM and SVM-PSO methods, with their 
performance measured using Root Mean Square Error (RMSE). The results of this study showed that 
the RMSE value of SVM was 9.720, which was lower compared to the RMSE value of SVM-PSO, which 
was 37.685 (Noor, 2018).

The 2018 study by Devni Prima Sari et al. titled "Application of Bayesian Network Model in Determining 
the Risk of Building Damage Caused by Earthquakes" utilized variables from data on building damage 
caused by the 2009 earthquake in West Sumatra. The data included three independent variables: building 
structure, PGA (Peak Ground Acceleration), and soil type, as well as one dependent variable: the level 
of building damage. This research aimed to minimize potential building losses due to earthquakes  
by predicting the likelihood of building damage at a specific location using a Bayesian network model. 
The results of this study indicated a 33% probability for light and severe building damage and a 34% 
probability for moderate building damage, with an accuracy rate of 66% (Wibowo & Institute of Electrical 
and Electronics Engineers, n.d.).

Previous research in 2019 by Devni Prima Sari et al., titled "K-means and Bayesian Networks  
to Determine Building Damage Levels," used 7 variables consisting of 4 dependent variables including 
construction, landslide risk, PGA, and damage, and 3 independent variables including close to faults, 
slope, and epicenter distance from building unit data of the 2009 West Sumatra earthquake. This research 
aimed to determine the level of building damage due to earthquakes. The results of this study showed that 
the levels of light, moderate, and high building damage were 35.46%, 35.14%, and 29.4%, respectively, 
with an accuracy rate of 70% (Sari et al., 2019). 

Research in 2019 by Mariana Yusoff et al., titled "Hybrid backpropagation neural network-particle 
swarm optimization for seismic damage building prediction," used data obtained from IDARC-2D software 
from 35 buildings across Malaysia, including 1-story to 35-story buildings. This study used 7 variables 
including age, number of bays, height, length of seismic zone, natural period, ground acceleration, and 
building damage index. This research aimed to predict earthquake damage to buildings using hybrid 
backpropagation neural network and particle swarm optimization (BPNN-PSO). The results of this study 
showed that BPNN-PSO demonstrated better results with an accuracy of 89% compared to backpropagation 
neural network with only 84% (Yusoff et al., 2019).

2 METHODS
Cluster analysis or group analysis is one of the statistical research methods that help us to easily classify 
a set of objects based on information from data into different small clusters. However, objects in each 
cluster have an affinity or similar characteristics. The groups formed have high internal homogeneity and 
high external heterogeneity. It can also be interpreted that group analysis maximizes distance between 
objects and minimizes similarities between groups. Each object is classified according to the distance  
or proximity of objects to one another, while each variable is classified according to the size of its correlation 
(Harnanto et al., 2017). This means that grouping is done based on the proximity of the distance between 
data and the correlation between data variables. High variable correlation allows data to be of the same 
class. But the absence of correlation between variables will increase the results of grouping. The definition 
of cluster in data mining is a grouping of several data or objects from clusters (groups) so that each cluster 
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contains information that is as similar as possible and different from objects in other clusters. In general, 
clustering methods are divided into two types, namely hierarchical and non-hierarchical ones (Sahriman 
et al., 2019). Clustering algorithms aim to identify groups of objects that are similar based on their 
attribute values (Harikumar and Surya, 2015). This study used K-Medoids or can be called Partitioning 
Around Medoids (PAM), that is a method of grouping n partition objects into k clusters. This grouping 
uses an object in a set of objects that can represent the cluster. These objects are called medoids which 
are centrally located in a cluster that is formed. Cluster formation is done by calculating the proximity 
between medoids objects and non-medoids objects (Musfiani, 2019). K-medoids is a clustering algorithm 
like k-means, but it is more tolerant to outliers. The main idea of k-medoids is to identify the center  
of a cluster using k clusters generated randomly (Mohemad et al., 2022). The algorithm of k-medoids  
is as follows (Mohemad et al., 2022):

1.	 Determine the number of clusters.
2.	 Determine k cluster centers randomly.
3.	 Calculate the distance of each object to the nearest cluster using the gower distance method,

                                                   � (1)

where d(xi, xj) is the distance between two objects xi and xj, p is the number of variables, wk is the weight 
for each variable k, dk (xi, xj) is the distance between two objects xi dan xj for variable k.

4.	 Randomly select non medoid objects in each cluster as new medoid members.
5.	 Calculate the distance of each non medoid object to the new medoids and assign each non medoid 

object to the nearest medoid member, then calculate the total distance.
6.	 Calculate the total deviation S, if the new total deviation is less than the old total deviation, change 

the position of the new medoid, then make it the new medoid.
7.	 Repeat steps 4–6 until the medoid does not change (Hermansyah et al., 2024).
After k-medoids are clustered, the results are used as labels in Support Vector Machine (SVM) analysis. 

SVM is one of the learning methods in machine learning (Wang et al., 2024). Machine learning utilizes past 
data to build models for predicting future data. Learning, an essential component of artificial intelligence, 
encompasses diverse statistical, probabilistic, and optimization techniques like logistic regression, artificial 
neural networks (ANN), K-nearest neighbor (KNN), decision trees (DT), and Naive Bayes (Huang  
et al., 2018). SVM known for their computational power in supervised learning, are extensively employed 
in addressing classification, clustering, and regression tasks (Nayak et al., 2015). The Support Vector 
Machine has demonstrated its effectiveness as a powerful tool for supervised classification (Wang  
et al., 2024; Huang et al., 2018; Nayak et al., 2015). Vapnik in 1998 introduced the method SVM as one  
of the methods for classification which basically works in finding the boundary between two classes 
with the maximum distance of the best closest data through the formation of hyperplane (limit). This 
limit is obtained by measuring the margin hyperplane and looking for the maximum point. The margin 
represents the distance between the closest point of each class and hyperplane. This point is commonly 
referred to as SVM (Achmad Rizal et al., 2019). SVM can handle both linear and nonlinear data. In linear 
data, hyperplane is easy to find, whereas in nonlinear data, data is simulated into three dimensions first 
using a function called a kernel. The kernel used is a function used in grouping low-dimensional data 
into high-dimensional (Mase et al., 2018). Some kernels that can be used are as follows:

•	 Kernel linear:

K(x, y) = x · y,                                                         � (2)



2024

355

104 (3)STATISTIKA

where x is training data and y is testing data.
•	 Kernel polynomial:

K(x, y) = (x · y + c)d,                                                         � (3)

where x is the training data and y is the testing data. While d is the degree of polynomial.
•	 Kernel Gaussian RBF (Radial Basis Function):

                                                   � (4)

where x is training data and y is testing data.
•	 Kernel sigmoid:

K(x, y) = tanh(σ(x · y) + c),                                                       � (5)

where x is training data and y is testing data. While c is a coefficient.
•	 Inverse multiquadric kernel:

                                                    � (6)

where x is training data and y is testing data. While c is a coefficient. 
The result of SVM is in the form of a confusion matrix. Confusion matrix contains prediction data 

and actual data to illustrate how the actual classes and their predictions differ.

There are 4 terms as a representation of the results of the classification process in the confusion matrix. 
True Positive (TP) is true data predicted positive, True Negative (TN) is true data predicted negative, 
False Positives (FP) is data that is incorrectly predicted to be positive, and False Negative (FN) is data 
that is incorrectly predicted to be negative.

Based on the results obtained from the confusion matrix, then calculated each value using accuracy, 
precision, recall, and F-1 score.

a.	 Accuracy is the value of the accuracy of the model in the classification.

 .                                                    � (7)

b.	 Precision is the accuracy between data and prediction results.

Table 1 Confusion matrix

Actual Value

Positive Negative

Predicted Value
Positive TP FP

Negative FN TN

Source: Mase et al. (2018)
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 .                                                  � (8)

c.	 Recall is a value that indicates the success of the model in finding information.

 .                                                  � (9)

d.	 F-1 score is a comparison between precision and recall values.

 .                                                � (10)

After applying both methods in classifying and predicting the level of building damage, the results 
will be used to simulate premium calculations in earthquake disaster insurance following these steps 
(Yucemen, 2005).

•	 Defining the probability of damage for each level of building damage i(Pi(DB)):

                                                  � (11)

with Ni(DB) is the number of damaged buildings in the earthquake area with type i = 1, 2, 3, where  
1, 2, and 3 represent minor, moderate, and heavy damage, respectively, and N(DB) is the total number 
of buildings that suffered damage caused by earthquake.

•	 Calculate the mean damage ratio for each level of building damage i(MDRi):

MDRi(M) = ∑DB Pi(DB) × CDRDB ,                                                         � (12)

where CDRDB is the corresponding central damage ratio or ratio of the number of damaged buildings 
and the overall buildings in the earthquake area.

•	 Calculating the expected annual damage ratio for level of building damage i(EADRi):

EADRi = ∑M MDRi(M) × APM ,                                                         � (13)

where MDRi(M) is the mean damage ratio for the level of building damage i that experienced an earthquake 
with intensity M and APM is the annual probability of an earthquake with intensity M occurs in an area. 

•	 Calculating the pure risk premium for level of building damage i(PRPi):

PRPi = EADRi × BIV ,                                                         � (14)

then the pure risk premium can be calculated based on the building insured value (BIV).
•	 Calculating the total earthquake insurance premium for level of building damage i(TPi):
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                                                 � (15)

where LF is load factor which is defined as hidden uncertainties such as administrative expenses, business 
taxation, and benefits for the Insurance Company.

3 RESULTS AND DISCUSSION
3.1 Clustering
The solution for clustering analysis using R Studio generally uses the PAM method and there will be three 
steps taken, namely determining the distance between observations using gower distance because the 
data used are numerical and categorical mixed data, determining the number of clusters, and clustering. 
The gower distance will compare the data pair on a scale of 0 to 1. If the two data compared are close  
to 0 then the data are close together. Conversely, if the two data compared are close to 1 then the data are 
far apart. In R Studio, the calculation of gower distance is contained in cluster packages with the daisy() 
function and in Table 2 and 3 are examples of the closest and most distant data.

Table 2 The most nearby data

Table 3 The most distant data

Data Impact Urban village Latitude Longitude Epicenter distance Damage PGA

38 House Srigading –7.808 110.456 19.91480 Cracked wall 3.268858

37 House Srigading –7.807 110.455 19.91475 Cracked wall 3.268874

Source: Own elaboration

Data Impact Urban village Latitude Longitude Epicenter distance Damage PGA

69 House Srigading –8.005 110.266 19.94268 4-point cracked wall 3.261004

24 Stall Parangtritis –6.404 106.817 19.57868 Roof collapsed 3.365682

Source: Own elaboration
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Based on Table 2 and Table 3, data 37 and 38 are very close together with a minor difference  
in numerical observations of 0.00005 in the epicenter distance variable compared to data 69 and 24 which 
are very far apart because there are many differences in each numerical variable, such as the epicenter 
distance variable which has a difference of 0.364. Furthermore, the determination of number of clusters 
using the silhouette method with the help of R Studio produces a graph in Figure 1.

Figure 1 above shows that as many as 2 clusters are the best. Then the next step is to group the data 
into 2 groups with the PAM method using the pam() function in R Studio. This function produces two 
cluster centers that can be used to divide the data into two clusters.

Based on the results of the functions that have been executed in Table 4, each cluster center is at data 
41 for cluster 1 and data 131 for cluster 2, the results of clustering are listed in the Figure 2.

Based on Figure 2, cluster 1 has 114 data members and cluster 2 has 40 data members. To see which 
clusters are classified as minor damage and which clusters are classified as heavy damage, profiling 
is carried out. Profiling is done by calculating the average for numerical data for epicenter and PGA 
distance variables.

Based on the results in Table 5, cluster 2 has smaller epicenter distances than cluster 1, meaning that the 
area of earthquake-affected buildings close to the epicenter is the affected building area classified in cluster 
2. Therefore, buildings in cluster 1 are minorly affected, while buildings in cluster 2 are heavily affected.

According to the level of damage grouped into 3, namely minor, moderate, and heavy damage. Cluster 
1 has a higher percentage of minor damage than cluster 2. While cluster 2 has a higher percentage of 
moderate and heavy damage than cluster 1 even though the different percentage of level of heavy damage 

Table 4 Cluster center

Cluster Data Impact Urban village Latitude Longitude Epicenter 
distance Damage PGA

1 41 House Srigading –7.811 110.459 19.91497 Cracked walls 3.268811

2 131 Educational facilities Parangtritis –7.990 110.316 19.93937 Classroom 3.261934

Source: Own elaboration

Figure 2	 Cluster results graph

Source: Own elaboration
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is only 0.1%. Therefore, cluster 1 members can be called earthquake-affected observations with minor 
damage and cluster 2 members can be called earthquake-affected observations with heavy damage.

3.2 Support vector machine
SVM analysis uses data labels to train its model. Labeling in this case is obtained from the results  
of clustering k-medoids. The data used was resampling data from the original data to 9 000 from  
154 data. Resampling data is conducted to improve the accuracy of SVM. The data uses numerical 
variables from the original data, namely latitude, longitude, epicenter distance, PGA, and cluster  
as labeling. SVM is done by dividing data into training and testing data in a ratio of 70:30. The results 
of the classification and prediction of the level of damage to buildings due to the June 30, 2023, Bantul 
earthquake are described in Table 7.

Table 7 shows that in the training data there is 74.24% data that is predicted correctly as data with the 
level of minor building damage and in the testing data there is 75.74% data that is predicted correctly 
as data with the level of minor building damage. Furthermore, in the training data there is 53.33% data 

Table 5 Epicenter and PGA distance variable cluster profiling

Table 7 Confusion matrix SVM

Table 6 Percentage of damage from K-Medoids

 1 2

Epicenter distance 19.9203238 19.9199753

PGA 3.2673206 3.26745224

Source: Own elaboration

 
Data training Data testing

Actual data classes Actual data classes

Prediction class Minor damage rate Heavy damage rate Minor damage rate Heavy damage rate

Minor damage rate 4 621 (74.24%) 1 603 (25.76%) 2 017 (75.74%) 646 (24.26%)

Heavy damage rate 35 (46.67%) 41 (53.33%) 20 (54.05%) 17 (45.95%)

Source: Own calculations

Type of damage buildings Cluster 1 Cluster 2

Minor wall crack

Minor

45.6%

53.5%

12.5%

12.5%Broken pipelines 0.9% -

Roof collapsed 7.0% -

Broken tiles and cracked walls

Moderate

25.4%

31.6%

22.5%

72.5%Sloping and cracking walls 4.4% -

Some points of the wall are broken 1.8% 50.0%

Heavy wall cracks
Heavy

6.1%
14.9%

2.5%
15.0%

Wall collapsed 8.8% 12.5%

Source: Own calculations
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that is predicted correctly as data with the level of heavy building damage and in the testing data there 
is 45.95% data that is predicted correctly as data with the level of heavy building damage. The accuracy 
obtained in training data is 74% and testing data is 75%, meaning that the model built can predict 
large parts of the data correctly. Then from the prediction results using SVM, each level of damage  
is grouped to get a percentage of damage, namely prediction 1 is the buildings that are predicted to have 
a minor level of damage and prediction 2 is the buildings that have a heavy level of damage. The details  
of the damage percentages are explained in Table 8.

Based on Table 8, SVM predicts that none of the buildings suffered minor damage in prediction class 2.

3.3 Building damage insurance premium calculation simulation
From the results of the classification of building damage levels based on k-medoids and SVM, both can 
be used as a reference in the calculation of simulated building damage premiums caused by the Bantul 
earthquake on June 30, 2023, see Table 9.

Before calculating the average damage ratio, an appropriate central damage ratio (CDRDB) is required 
and refers to the average damage ratio of the Yogyakarta earthquake in 2006 of 5.9 Scale of Richter (SR) 
(Arrie and Amin, 2018), see Table 10.

Then calculate the average damage ratio (MDRi(M)), see Table 11.

Table 8 SVM result damage percentage

 Prediction 1 Prediction 2

Minor 47.9% 0.0%

Moderate 39.8% 51.3%

Heavy 12.1% 48.6%

Source: Own calculations

Table 9 Probability of damage

Table 10 Average damage ratio of 2006 Yogyakarta earthquake

 Probability of damage
Pi(DB)

K-Medoids SVM

1 2 1 2

Minor damage 0.535 0.125 0.479 0

Moderate damage 0.316 0.725 0.398 0.513

Heavy damage 0.149 0.150 0.121 0.486

Source: Own calculations

Damage rate Damage ratio of the 2006 Yogyakarta earthquake

Minor damage 0.0121

Moderate damage 0.1399

Heavy damage 0.5790

Source: Arrie and Amin (2018)
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Calculating the expected annual damage ratio (EADRi) to APM is the annual probability of an earthquake 
with intensity M occurring in a region. During 2023, there have been 49 earthquakes around Bantul, based 
on BMKG data. Earthquakes of magnitude 6.4 or more occur only once a year. Then AP6.4SR = 0.02041. 
The resulting EADRi are given in Table 12.

Then it can be calculated pure risk premium by Formula (15), with BIV is the value of the building 
insured, for example IDR 300 000 000 (USD 18 612.96), IDR 500 000 000 (USD 31 021.60), IDR  
750 000 000 (USD 46 532.40), and IDR 1 000 000 000 (USD 62 043.21), see Table 13.

After getting a pure risk premium by assuming that the building values are IDR 300 000 000 (USD  
18 612.96), IDR 500 000 000 (USD 31 021.60), IDR 750 000 000 (USD 46 532.40), and IDR 1 000 000 000  
(USD 62 043.21), the total premium described in Table 14 can be calculated according to (15).  
In this work, we assume that the load factor is 0.4.

Table 11 Average damage ratio

Table 13 Pure risk premium

Table 12 Annual damage ratio

MDRi(M)
K-Medois SVM

Cluster 1 Cluster 2 1 2

Minor damage 0.0064735 0.0015125 0.0057959 0

Moderate damage 0.0440685 0.1014275 0.0556802 0.0717687

Heavy damage 0.086271 0.08685 0.070059 0.281394

Sum 0.136813 0.18979 0.1315351 0.3531627

Source: Own calculations

BIV

PRPi

K-Medoids SVM

Cluster 1 Cluster 2 1 2

IDR 300 000 000 IDR 837 000 IDR 1 161 000 IDR 804 000 IDR 2 163 000

(USD 18 612.96) (USD 51.93) (USD 72.03) (USD 49.88) (USD 134.20)

IDR 500 000 000 IDR 1 395 000 IDR 1 935 000 IDR 1 340 000 IDR 3 605 000

(USD 31 021.60) (USD 86.55) (USD 120.05) (USD 83.14) (USD 223.67)

IDR 750 000 000 IDR 2 092 500 IDR 2 902 500 IDR 2 010 000 IDR 5 407 500

(USD 46 532.40) (USD 129.83) (USD 180.08) (USD 124.71) (USD 335.50)

IDR 1 000 000 000 IDR 2 790 000 IDR 3 870 000 IDR 2 680 000 IDR 7 210 000

(USD 62 043.21) (USD 173.10) (USD 240.11) (USD 166.28) (USD 447.33)

Source: Own calculations

EADRi

K-Medois SVM

Cluster 1 Cluster 2 1 2

0.00279 0.00387 0.00268 0.00721

Source: Own calculations
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Based on Table 14, the total premium for building damage due to the Bantul earthquake on June 30, 2023, 
for minor to heavy damage from the k-medoids algorithm increases gradually as the BIV increased. The total 
premiums for cluster 2 (heavy-affected building) are higher than those of cluster 1 (minor-affected building). 
However, it does not have significantly different value ranges. The total building damage premium for predictions 
using the SVM algorithm also increases gradually as the BIV increased. However, for prediction 2 (heavy 
damage levels), there is a significant increase in premiums, which may be due to the absence of buildings 
classified or predicted to have minor damage. All building units are classified as moderate and heavy types.

CONCLUSIONS
Using the k-medoids algorithm in clustering and Support Vector Machine (SVM) in prediction produces 
two types of building damage: minor damage as cluster 1 (prediction 1) and heavy damage as cluster 2 
(prediction 2). From these two methods, the amount of earthquake disaster insurance premiums that 
must be paid can be simulated. For the k-medoids algorithm, the premium amount for minor and heavy 
damage levels does not differ significantly. This is because both cluster 1 and cluster 2 contain buildings 
with minor, moderate, and heavy damage levels even though with different percentages. Meanwhile, for 
the SVM algorithm, the premium amount for minor and heavy damage levels differs significantly. This 
is because there are no buildings predicted to have minor damage. All buildings are predicted to have 
moderate and heavy damage levels. What can be further developed in research on this topic is the possibility 
of conducting simulation calculations for claims and improving the accuracy of the SVM method.
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