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Abstract

In the present paper, we propose a wavelet-based hypothesis test for second-order stationarity in a Gaussian 
time series without any deterministic components or seasonality. The null hypothesis is that of a second-order 
stationary process, the alternative hypothesis being that of a non-stationary process with a time-varying au-
tocovariance function (excluding processes with unit roots). The test is based on the smoothing of the series  
of squared maximal overlap discrete wavelet transform coefficients employing modern techniques, such  
as robust filtering and cross-validation. We propose several test statistics and use bootstrap to obtain their dis-
tributions under the null hypothesis. We examine the test in settings that may mimic the properties of economic 
time series, showing that it enjoys reasonable size and power characteristics. The test is also applied to a data set 
of the U.S. gross domestic product to demonstrate its practical usefulness in an economic time series analysis.
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Introduction 
When referring to stationarity in this paper, we will mean second-order stationarity (see Section 2). Pro-
cesses that are not stationary will be called non-stationary.

In the analysis of economic, financial and demographic time series, non-stationary time series are 
often assumed to have either unit roots and/or deterministic trends. The approach to unit root non-sta-
tionarity testing was pioneered by Dickey, Fuller (1979). Similar or extended approaches can be found  
in Said, Dickey (1984), Said, Dickey (1985) or Phillips, Perron (1988). Non-stationarity is, however,  
a much broader term. In fact, any time series, whose mean function or autocovariance function  
(to be defined in Section 2) are time-varying, is necessarily non-stationary.

We propose a bootstrap wavelet-based hypothesis test where the null hypothesis is that of stationar-
ity and the alternative hypothesis that of a non-stationary process with a time-varying autocovariance 
function (generally excluding processes with unit roots).3 The size and power of the test are estimated  
by Monte Carlo simulations. The results are compared with those of a test available in the literature.  
A data set of the U.S. gross domestic product is used to illustrate the implementation of the test.
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We run the Monte Carlo simulations and implement the test utilizing R software (R Core Team, 2014). 
The following contributed R packages were widely used during the preparation of the paper: wmtsa (Con-
stantine, Percival, 2013), locits (Nason, 2013a) and forecast (Hyndman, 2015).

The paper is organized as follows. A literature review is given in Section 1. Section 2 defines  
the notion of second-order stationarity. Section 3 provides a short introduction to the maximal overlap 
discrete wavelet transform (MODWT) and the properties of MODWT coefficients. The hypothesis test 
is introduced in Section 4. The properties of the test (size and power) are studied in Section 5. The test  
is applied to the first difference of the logarithm of the U.S. gross domestic product in Section 6.

1 LITERATURE REVIEW
Regarding the tests for stationarity other than unit root ones, we can mention Grinsted et al. (2004), 
who followed the idea of Torrence, Compo (1998), having applied the continuous wavelet transform to 
an input time series, calculating the so-called wavelet power and comparing the power values to critical 
values obtained under the assumption that the input time series was generated by a stationary AR(1) 
process. This type of test detects the instances of non-stationarity localized in time and scale (in an “oth-
erwise stationary” process).4

Another wavelet-based test for stationarity has been proposed by von Sachs, Neumann (2000), who 
used localized versions of periodogram and Haar wavelet coefficients of the periodogram to decide 
about the stationarity of the underlying stochastic process. A test similar to that of von Sachs, Neumann 
(2000) has been introduced by Nason (2013b), who studied whether a specific linear transformation  
of the evolutionary wavelet spectrum (Nason et al., 2000) is time-varying or not. This was accomplished 
by exploring Haar wavelet coefficients of the empirical wavelet periodogram. If the null hypothesis  
of stationarity is rejected in the test by Nason (2013b), a locally stationary wavelet model with a time-vary-
ing autocovariance function is suggested as an alternative.

Variability in the series of smoothed or averaged squared wavelet coefficients is perceived – in an ex-
ploratory and descriptive sense – as qualitative evidence against stationarity also in other papers (see, 
e.g., Jensen, Whitcher, 2014, Whitcher et al., 2000, Nason et al., 2000, Fryzlewicz, 2005). None of these 
studies, however, include a hypothesis test that would provide the significance of this evidence.

Similarly to the papers mentioned above, we also smooth the series of squared wavelet coefficients 
using, however, a different smoothing approach. More specifically, we note that the median function  
of the logarithm of squared MODWT wavelet coefficients is constant over time for stationary Gaussian 
processes, being, however, generally time-varying for non-stationary Gaussian processes with a time-vary-
ing autocovariance function. We propose to use practices common in the field of statistical learning (see, 
e.g., Hastie et al., 2011) and non-parametric regression, such as cross-validation and robust filtering,  
to estimate the median function. Moreover, we do not downsample the series of the logarithm of squared 
MODWT wavelet coefficients in order not to lose any valuable information. Further, we propose sever-
al measures of non-constancy of the estimated median function to be used as the test statistic. Because  
of the complexity of the estimation procedure and analytical intractability of the distribution of the test 
statistic under the null hypothesis, approximate p-values are found by bootstrap. This leads to a computa-
tionally expensive test which may – as demonstrated by the results of the Monte Carlo simulations – en-
joy better size and power properties than the test proposed by Nason (2013b) for time series lengths 
common in economics. Moreover, the time series length is not required to be a power of two, which  
is the requirement for the practical implementation of the test by Nason (2013b) in R locits package  

4	�	 As will be discussed later, in hypothesis testing in general, the alternative hypothesis need not be necessarily well-specified. 
This is also the case of the test of Grinsted et al. (2004), where no explicit statistical model associated with the alternative 
hypothesis is given.
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(Nason, 2013a). Moreover, our test provides a single p-value (for a given test statistic), differing from  
the test by Grinsted et al. (2004) where each “time-scale cell” is tested for stationarity individually  
and where no “global” decision about stationarity is provided.

2 SECOND-ORDER STATIONARITY
Following Brockwell, Davis (2002), let us assume a stochastic process {Xt: t = …, – 1, 0, 1, …} with E(Xt

2) 
< ∞, t = …, – 1, 0, 1, … . Further, let µt ≡ E(Xt), t = …, – 1, 0, 1, …, be the mean function and

� (1)

the autocovariance function of the process, the variance function being defined as the autocovariance 
function for h = 0. The process is defined to be second-order stationary if both the mean and autocova-
riance functions (the latter for each h) are independent of time t.

When referring to stationarity in further parts of this paper, we will mean second-order stationarity. 
Processes that are not stationary will be called non-stationary.

3 MAXIMAL OVERLAP DISCRETE WAVELET TRANSFORM
In this section, the notion of MODWT coefficients is introduced together with the properties of these 
coefficients for stationary, integrated and locally stationary wavelet processes. These properties provide 
the basis for the hypothesis test.

3.1 MODWT wavelet filters and coefficients
The jth level (j = 1, 2, 3, …) MODWT wavelet filter, denoted as {hj,l: l = 0, …, Lj – 1}, where Lj is the filter 
length, is5 an approximately ideal linear filter for the frequency range [1/2j + 1, 1/2j]. The filter is con-
structed in a very special way, fulfilling the following properties:

� (2)

There are various “families” of filters, such as the Haar, D(4), LA(8), etc.
Let {Xt: t = …, –1, 0, 1, …} be a stochastic process which need not be stationary. The jth level  

(j = 1, 2, 3, …) MODWT wavelet coefficients for {Xt} are denoted as {Wj,t: t = …, –1, 0, 1, …}  
and obtained by linear filtering {Xt} with {hj,l}, i.e. 

    � (3)

Percival, Walden (2002) show that the jth level MODWT wavelet coefficients are closely related  
to changes between two adjacent weighted averages of {Xt} values, the weighted averages being calculated 
on an effective scale 2j – 1.

From Equation 3 and the first identity given in Equation 2, it follows that the constant mean function 
of {Xt} is a sufficient condition for the zero mean function of {Wj,t} (for j = 1, 2, 3, …). Equation 3 also 
directly implies that {Wj,t} (for j = 1, 2, 3, …) is a Gaussian process provided so is {Xt}.

5	�	 {hj,l} characteristics are based on Percival, Walden (2002, Ch. 5).
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In the next sections, we will discuss the variance function of {Wj,t} (for j = 1, 2, 3, …) for stationary, 
integrated and locally stationary wavelet processes. The characteristics of the variance function for these 
types of processes will provide the basis for our hypothesis test.

3.2 Variance function of {Wj,t} for stationary {Xt}
Let us assume a stationary stochastic process {Xt}. Since {Wj,t} is the output from linear filtering of {Xt} 
with {hj,l}, it is stationary too and has a zero mean function. The variance of Wj,t is called the wavelet 
variance and is denoted by vj

2, i.e.

� (4)

Percival, Walden (2002, pp. 296) reveal that

� (5)

vj
2 generally differs across various stationary stochastic processes.

3.3 Variance function of {Wj,t} for integrated processes
Since a stationary {Xt} has a stationary {Wj,t} (for j = 1, 2, 3, …), it follows that a non-stationary {Wj,t} 
necessarily implies a non-stationary {Xt}. However, not all non-stationary processes have non-sta-
tionary {Wj,t} (for j = 1, 2, 3, …). Percival, Walden (2002, Ch. 8.2) show that {Wj,t} (for j = 1, 2, 3, …) 
for processes integrated of order d is stationary provided “Daubechies” filters6 with L1 ≥ 2d are used  
in the analysis.7 Moreover, this implies that the variance function of {Wj,t} (for j = 1, 2, 3, …) is constant 
over time in such a situation.

3.4 Variance function of {Wj,t} for locally stationary wavelet processes
In this section, we discuss a certain class of non-stationary processes, namely locally stationary wavelet 
processes as well as the variance function of {Wj,t} for such processes. Since a thorough discussion might 
be too theoretical exceeding the scope and extent of this paper, the interested reader is referred to Nason 
et al. (2000), where details can be found.8 

Nason et al. (2000, Def. 1) construct locally stationary wavelet processes making use of wavelet 
filters with random amplitudes as building blocks. Locally stationary wavelet processes are defined  
in a way implying that their mean function is zero (see Nason et al., 2000, pp. 274) and so is therefore 
the mean function of {Wj,t} (for j = 1, 2, 3, …). Locally stationary wavelet processes are characterized  
by the so-called (evolutionary) wavelet spectrum (Nason et al., 2000, Def. 2), which is generally time-vary-
ing. Nason et al. (2000, pp. 278) reveal that the generally time-varying autocovariance function of locally 
stationary wavelet processes tends (in a sense rigorously described in Nason et al., 2000) to the so-called 
local autocovariance defined in Nason et al. (2000, Def. 4) which depends on the wavelet spectrum  
and is time-varying in general.

Since the mean function of {Wj,t} (for j = 1, 2, 3, …) is zero for locally stationary wavelet processes,9  
the variance function of {Wj,t} is equal to the mean function of {Wj,t

2}. Nason et al. (2000, Prop. 4) show 

6	�	 Daubechies filters include, among others, the Haar, D(4) as well as LA(8) family of filters.
7	�	 L1 = 2 for Haar, L1 = 4 for D(4) and L1 = 8 for LA(8) filters.
8	�	 Nason et al. (2000) utilize a different notation than that used in our paper.
9	�	 It follows from Section 3.1 that the mean function of {Wj,t} (for j = 1, 2, 3, …) would be zero even if a non-zero constant 

was added to the locally stationary process.
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that the mean function of {Wj,t
2} is (up to a remainder term) equal to a special linear transformation10 

of the wavelet spectrum. Because the wavelet spectrum is generally time-varying for locally stationary 
wavelet processes, so is the linear transformation. Let us denote this transformation by φj,t.

Nason et al. (2000, Prop. 3a) show that all stationary processes with an absolutely summable autoco-
variance function are locally stationary wavelet processes. Nason et al. (2000, Prop. 3b) also prove that 
any locally stationary wavelet process that has a wavelet spectrum independent of time – and fulfills  
an additional restriction stated in Nason et al. (2000, Prop. 3b) – is stationary with an absolutely summa-
ble autocovariance function. The constancy of the wavelet spectrum over time also implies the constancy  
of the local autocovariance as well as that of φj,t over time which turns into vj

2, as introduced in Section 3.2.

3.5 Smoothing of the series of squared wavelet coefficients
Let us assume that the mean function of {Wj,t} (for j = 1, 2, 3, …) is zero (see Section 3.1 for the suffi-
cient condition for the zero mean function). From Section 3.2, it further follows that for stationary {Xt}, 
the mean function of {Wj,t

2} (for j = 1, 2, 3, …) is constant over time. From Section 3.3, it follows that 
for integrated processes, the mean function of {Wj,t

2} is also constant over time provided a long enough 
wavelet filter is employed in the calculation of wavelet coefficients. From Section 3.4, it follows that  
the mean function of {Wj,t

2} tends to φj,t and is generally time-varying for locally stationary wavelet processes.
As a result, the characteristics of the mean function of {Wj,t

2} distinguish between stationary  
and non-stationary processes such as locally stationary wavelet ones, but generally not between station-
ary and integrated processes. Exploring the behavior of squared wavelet coefficients can thus be used  
as a means of non-stationarity detection. Such reasoning has also been applied in Torrence, Compo (1998) 
or Grinsted et al. (2004) even though a different type of wavelet transform than MODWT has been used.

Since the task is to estimate the mean function of {Wj,t
2} from the squared wavelet coefficients, various 

smoothing and averaging techniques can be utilized for this purpose. Nason et al. (2000) used denois-
ing based on wavelet transform. We can also mention various approaches to smoothing and averaging  
of squared wavelet coefficients utilized in other papers as an exploratory and descriptive tool for  
the detection of non-stationarity. See, for example, the smoothing of squared wavelet coefficients applied  
in Jensen, Whitcher (2014), the averaging of squared wavelet coefficients separately within different cal-
endar seasons (resulting in the so-called seasonal wavelet variances) utilized in the study of Whitcher  
et al. (2000), the application of cross-validation to the choice of the smoothing parameter while smoothing 
the downsampled squared wavelet coefficients in Fryzlewicz (2005). In all of these studies, the non-con-
stancy of the smoothed series of squared wavelet coefficients or the differences between seasonal vari-
ances have been interpreted as evidence against stationarity. However, a hypothesis test is not included 
in these studies that would provide the significance of this evidence. Nason (2013b) does not explicitly 
smooth the series of squared wavelet coefficients, but calculates its Haar wavelet coefficients and provides 
a formal hypothesis test for stationarity. However, as demonstrated in Section 5, the test of Nason (2013b) 
does not seem to be suitable – due to a relatively low power – for time series lengths typical in economics.

3.6 Synchronization of wavelet coefficients and boundary effects
{hj,l} is a causal linear filter. Consequently, {Wj,t} (for j = 1, 2, 3, …) is not synchronized with {Xt}, lagging 
behind it. Advancing {Wj,t} by δj ≥ 0 time units is a way to approximately synchronize {Wj,t} with {Xt}.  
The value of δj (given in Wickerhauser, 1994, p. 341; or in Percival, Walden, 2002, p. 118) depends  
on both the shape of the first-level wavelet filter and j. As a result, the process {wj,t: t = …, –1, 0, 1, …} 
(for j = 1, 2, 3, …) defined as 

10	�	The weights of the linear transformation are time-independent.
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� (6)

is approximately synchronized with {Xt}.
It is noteworthy that the characteristics of {Wj,t}, which can be used to distinguish a stationary process 

from a locally stationary wavelet process with a time-varying autocovariance function (such as a constant 
vs. time-varying mean function of {Wj,t

2}), are shared by {wj,t}.
In real life applications, the observed time series of a finite length N can be considered the realization 

of a portion of a stochastic process; let this portion be denoted as {Xt: t = 0, …, N – 1}. As a consequence, 
the coefficient Wj,t of Equation 3 can be defined (if no further ad hoc assumptions on Xt for t < 0 are in-
troduced) only for times t = Lj – 1, …, N – 1. Further, the coefficient wj,t can be defined only for times t 
= Lj – 1 – δj, …, N – 1 – δj. Moreover, since Lj increases with j, an upper limit on the j value, denoted as J, 
is obtained by requiring N to be larger than Lj. As a result, j = 1, 2, …, J in real life applications.

4 HYPOTHESIS TEST
In Section 4.1, we discuss the null and alternative hypothesis of our test. In Section 4.2, we propose an 
approach to smoothing the series of squared wavelet coefficients. The smoothed series will establish the 
basis for the calculation of the test statistic (Section 4.3). Bootstrap will be used to obtain the approxi-
mation of the test statistic distribution under the null hypothesis (Section 4.4).

4.1 Null and alternative hypothesis
The null hypothesis of stationarity (Section 2) will be tested. In hypothesis testing in general,  
the alternative hypothesis need not be well-specified (see, e.g., Efron, Tibshirani, 1994, Ch. 16 and p. 233),  
the hypothesis test providing evidence whether or not the data are in agreement with the null hypothesis 
not necessarily pointing to any specific alternative model.

However, we can make the alternative hypothesis more specific in our test. We will assume that  
the mean function of {Xt} is constant over time, that {Xt} is Gaussian and contains no seasonality.11  
As argued in Section 4.2, under these assumptions, the rejection of the null hypothesis will point  
to a process with a time-varying autocovariance function – except for integrated processes. A locally 
stationary wavelet process with a time-varying autocovariance function can thus provide an excellent 
example of the model under the alternative hypothesis.

4.2 Smoothing in the logarithmic scale
Let the jth level (for j = 1, 2, …, J) wavelet coefficients for {Xt} be calculated and synchronized with {Xt}. 
Sequences {wj,t: t = Lj – 1 – δj, …, N – 1 – δj} (for j = 1, 2, …, J) are obtained as a result.

We assume that the mean function of {Xt} is constant over time, {Xt} being Gaussian. Consequently, 
{wj,t: t = Lj – 1 – δj, …, N – 1 – δj} (for j = 1, 2, …, J) is a Gaussian sequence with a zero mean function 
(see Section 3.1). We can thus write (for j = 1, 2, …, J; t = Lj – 1 – δj, …, N – 1 – δj)

� (7)

where Uj,t is a zero-mean unit-variance Gaussian variable. From Equation 7 it follows that {wj,t
2}  

is heteroskedastic, the variance function of {wj,t
2} being proportional to the square of the mean function 

11	�	The assumption of no seasonality is in agreement with the fact that the mean function of {Xt} is supposed to be constant 
over time, which would not be the case if deterministic seasonality was present. Moreover, for seasonally integrated pro-
cesses, {Wj,t} is non-stationary with a variance function varying over time. However, the proposed test is neither intended 
nor designed to test for seasonal unit roots in {Xt}. The assumption of no seasonality in {Xt} thus avoids the need to deal 
with the seasonal pattern.
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of {wj,t
2}. In such a situation, logarithmic transformation stabilizes the variance (for a general discussion 

on variance-stabilizing transformations, see, e.g., Rawlings et al., 2001, Ch. 12.3), i.e.

� (8)

where log stands for the natural logarithm. 
Because of the properties of the mean function of {wj,t

2}, which follow from Section 3, we can note 
that the distributions of zj,t (for t = Lj – 1 – δj, …, N – 1 – δj) generally differ only in their locations  
for locally stationary wavelet processes with a time-varying autocovariance function and are identical 
for stationary processes (and potentially also for integrated ones).

{wj,t} is correlated. The correlation, however, is very close to zero for lags greater or equal to 2j, which 
is often utilized in the sense that if downsampled by 2j, {wj,t} can be approximately treated as a sequence 
of uncorrelated random variables (see, e.g., Fryzlewicz, 2005, pp. 213–214, or Percival, Walden, 2002,  
Ch. 9). Consequently, since {wj,t} is Gaussian, wj,t (for a given t) can be assumed to be approximately inde-
pendent of the set {wj,t+τ: |τ| ≥ 2j}. Thus, zj,t (for a given t) can be assumed to be approximately independent 
of the set {zj,t+τ: |τ| ≥ 2j}. Similar arguments are applied by Fryzlewicz (2005, p. 214).

4.2.1 Robust smoothing
There are alternative ways how smoothing and averaging of wavelet coefficients can be performed,  
as demonstrated by the examples given in Section 3.5 and noted by Fryzlewicz (2005).

We propose to work in the logarithmic scale since the logarithmic transformation leads to variance 
stabilization which will be useful while implementing cross-validation in Section 4.2.2. In fact, Nason  
et al. (2000, p. 282) also noted that logarithmic transformation could be a useful transformation applicable 
prior to the smoothing procedure even though they used a different approach to smoothing in the end.

It follows from the previous section that exploring the constancy of any measure of location  
of {zj,t: t = Lj – 1 – δj, …, N – 1 – δj} can serve as a means to distinguish between stationary and lo-
cally stationary wavelet processes with a time-varying autocovariance function. We propose to study  
the constancy of the median function12 of {zj,t: t = Lj – 1 – δj, …, N – 1 – δj}. This choice is determined  
by the fact that the median function can be robustly estimated using a locally weighted median smoother 
(Härdle, Gasser, 1984, see also Fried et al., 2007, Sec. 2.1 and 2.2 for the notion of the weighted median 
and weighted median filtering). The robust aspect of the estimation is appealing and necessary because 
of a heavy left tail13 of zj,t. More specifically, a symmetric weighted median filter of an odd length D  
is used in the paper, with weights {uk: k = – (D – 1)/2, …, 0, …, (D – 1)/2} given as14

� (9)

Since the median of zj,t differs from log(E(wj,t
2)) only by a constant independent of t, the changes  

in the median of zj,t over time are directly related to those in log(E(wj,t
2)) over time, and thus also  

to the (percentage) changes in E(wj,t
2) over time. This enables us to qualitatively explain the temporal 

12	�	The median function of a sequence of random variables is defined to be a sequence of medians of the random variables.
13	�	In real life applications, wj,t

2 can also be equal to zero due to rounding issues, which consequently leads to “minus infinite” 
values of zj,t.

14	�	At the boundaries of {zj,t}, the symmetric weighted median filter cannot be fully employed and an asymmetric weighted 
median filter is used instead, being constructed by assuming only that part of the symmetric filter for which data are 
available.
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variations in the median of zj,t by means of the temporal variations in E(wj,t
2); this approach being applied 

in some of the following parts of the paper.

4.2.2 Cross-validation
We use cross-validation to select an “optimal” span over which smoothing is to be performed. Such an 
approach to smoothing is considered a very flexible “statistical learning” technique in general (Hastie et 
al., 2011), its use being also advocated by Fryzlewicz (2005) for the smoothing of squared wavelet coef-
ficients. We differ from Fryzlewicz (2005) by performing smoothing in the logarithmic scale. Further, in 
contrast to Fryzlewicz (2005), we do not downsample the series by 2j, but work with dependent data not 
to lose any information. We note that such an approach is legitimate if a modified version of cross-vali-
dation, such as the “leave-(2r + 1)-out” cross-validation, is utilized (see, e.g., Arlot, Celisse, 2010, Sec. 8.1 
or Chu, Marron, 1991), where the validation set is constructed so that it can be considered independent 
of the training set. In accordance with the previous discussion on (approximate) independence in the 
sequence {zj,t}, we put r equal to 2j – 1. Moreover, we do not use the usual “least squares” cross-validation 
criterion because of the heavy-tailed nature of zj,t. Instead, we utilize a robust cross-validation criterion 
(for ideas on robust cross-validation see, e.g., Morell et al., 2013). 

More specifically, we implement cross-validation as follows. For a given length of the weighted me-
dian filter and a given m, for m = Lj – 1 – δj, …, N – 1 – δj, a total number of (2r + 1) observations, 
namely zj,m – r, …, zj,m, … , zj,m + r, are left out15 from the sequence {zj,t: t = Lj – 1 – δj, …, N – 1 – δj}.  
A prediction from the median filter for time m is constructed using the remaining observations from  
the sequence, em (the prediction error) being defined as zj,m minus the prediction. Subsequently, the sequence  
{em: m = Lj – 1 – δj, …, N – 1 – δj} is sorted in the ascending order, the lowest 12.5% and the highest  
12.5% of observations in this sorted set being removed. The mean of the absolute values of the remain-
ing em values is calculated and serves as a cross-validation criterion. The optimal D is selected as such  
a length of the weighted median filter which minimizes the criterion. The weighted median filter  
of the optimal length is used to smooth {zj,t}.

4.3 Test statistic
Let {med(zj,t): t = Lj – 1 – δj, …, N – 1 – δj} denote the median function of {zj,t: t = Lj – 1 – δj, …, N – 1 – δj}  
and let {qj,t: t = Lj – 1 – δj, …, N – 1 – δj} be the median function estimate made using the approach  
described above. As will be explained in this section, we can also be interested in a linear combination 
of median functions such as

� (10)

where αj, for j = 1, …, J, are real-valued weights of the linear combination and j* is the maximum val-
ue of j for which αj is non-zero.16 The linear combination can be estimated by {qt

α: t = Lj* – 1 – δj*, …,  
N – 1 – δj*} defined as

� (11)

15	�	For m < Lj – 1 – δj + r or m > N – 1 – δj – r, the observations have to be left out asymmetrically.
16	�	The value of Lj – 1 – δj is increasing with j, whereas that of N – 1 – δj is decreasing with j.
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Efron, Tibshirani (1994, Ch. 16) reveal that the two quantities are the components of a bootstrap hy-
pothesis test, namely a test statistic (which need not be an estimate of any parameter) and an estimate  
of the probability model under the null hypothesis. The choice of the test statistic determines the power  
of the test. Despite some arbitrariness in its choice, the test statistic has to measure the discrepancy between 
the null hypothesis (stationarity) and data at hand. Consequently, any reasonable measure of non-con-
stancy of {qt

α} can be suggested as a test statistic in our case. Let the statistic be generally denoted as s.
For example, the test statistic can be defined as the standard deviation of {qt

α}, i.e.

� (12)

where

� (13)

Analogously, the Spearman’s rank correlation coefficient between {qt
α} and time t can be used  

as the test statistic, i.e.

� (14)

where

� (15)

� (16)

and

� (17)

The choice of the weights αj (for j = 1, …, J) in the linear combination of Equation 11 can influ-
ence the power of the test and is dictated by the research purpose. The basic version of the test cor-
responds to the situation where αj is non-zero for a particular j only and zero for other j values. If we  
assume that the variance of large-scale changes17 associated, for example, with j = 4, decreases, whereas 
the variance of short-scale changes, associated with j = 1, increases, we can use the following weights:  

17	�	See Section 3.1 for the relation of wavelet coefficients to changes occurring on various scales.
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α1 = 1, α4 = – 1 and αj = 0 for j equal neither to 1 nor 4. These weights contrast the dynamics on large  
and short scales. Further illustrations are provided in Section 5 and Section 6.	

The test statistic of Equation 12 goes hand in hand with an exploratory part of the analysis where  
the variability of the smoothed series (or a linear combination of the smoothed series) of (the logarithm 
of) squared wavelet coefficients is generally perceived as evidence against non-stationarity (see also 
Section 3.5). The choice of the Spearman’s rank correlation coefficient as the test statistic (see Equation 
14) is useful in situations where the occurrence of a non-constant, close-to-monotone (not necessarily 
highly variable) median function or a non-constant, close-to-monotone linear combination of median 
functions is expected (see also Section 5 and Section 6 for further illustrations).

4.4 Bootstrap approximation of the p-value
A range of well-founded practices used in the field of statistical learning and non-parametric regression has 
been employed to smooth the series of the logarithm of squared wavelet coefficients. Due to the complex-
ity of the smoothing approach, its properties are not analytically tractable. And neither is the distribution  
of the test statistic under the null hypothesis. Analytical intractability is common in complex, albeit 
standard procedures (see e.g. Faraway, 1992 for an illustration in regression). Efron, Tibshirani (1994, 
Preface and Ch. 1) and Davison, Hinkley (2009, Ch. 1) suggest, however, that bootstrap can be used  
to tackle analytically intractable problems. They reveal that bootstrap opens the door for the assessment 
of complex, even though useful practices by utilizing computer power instead of traditional statistical 
theory. This aspect of bootstrap can be considered as its strength, not weakness. They also stress that 
bootstrap avoids often potentially “harmful” and unnecessary oversimplification of the problem that 
would make it analytically tractable. As a result, some heuristics is commonly seen in the application  
of bootstrap approaches and bootstrap hypothesis testing in general, such as testing for the co-move-
ment of two time series in time and scale (Grinsted et al., 2004, Ch. 3.4), or in other cases presented, e.g.,  
in Efron, Tibshirani (1994, Ch. 16) or Davison, Hinkley (2009, Ch. 4).

The stochastic process, which represents our test input, is assumed to contain neither determinis-
tic components nor seasonality. Since the test lacks power against unit root non-stationarity and is not 
intended to be used as a unit root test, differencing can be applied to remove potential unit roots prior 
to the test. Thus, procedures such as differencing, detrending and removing seasonality are assumed to 
have already been applied before the analysis if necessary. Further, let {Xt: t = 0, …, N – 1} be the result 
of these potential procedures and let a stationary Gaussian ARMA model be assumed to fit {Xt} rea-
sonably well. Model-based resampling (see, e.g., Davison, Hinkley, 2009, Ch. 8.2.2) which employs this  
stationary ARMA model is used to generate B bootstrap time series and B bootstrap replications  
of the test statistic, sb* for b = 1, …, B. The bootstrap approximation of the hypothesis test p-value  
is obtained as (see, e.g., Davison, Hinkley, 2009, Ch. 4.2.3)

� (18)

where I(sb* ≥ s) is equal to one if sb* ≥ s, and equal to zero otherwise.

5 SIZE AND POWER OF THE TEST
In this section, the size and power of the proposed test will be examined.

5.1 Size of the test
The following four stationary Gaussian processes are assumed, namely
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1.	 an AR(1) process18 with the autoregressive parameter equal to 0.9,
2.	 an AR(1) process with the autoregressive parameter equal to –0.9,
3.	 an MA(1) process19 with the parameter equal to 0.8, 
4.	 an MA(1) process with the parameter equal to –0.8.
Two patterns of αj (for j = 1, …, J) of Equation 11 are examined (denoted as A and B). Namely:
A: α1 = 1 and αj = 0 for j = 2, …, J, 
B: α1 = –1, α3 = 1 and αj = 0 for j = 2, 4, …, J.
Since economic time series are often rather short, their length usually being of order of tens,  

the following two choices of N are assumed:20 N = 64 and N = 32. Further, the two possible test statis-
tics are assumed, namely the standard deviation (see Equation 12) and the Spearman’s rank correlation 
coefficient (see Equation 14). 1 000 realizations are generated for each combination of the process type,  
αj pattern, N and test statistic.

The hypothesis test is performed for each of the realizations and a decision made about the rejection 
or non-rejection of the null hypothesis – significance levels 0.01, 0.05 and 0.1 being used. Haar filters are 
employed. A stationary ARMA model which fits the realization is found using the auto.arima() function 
from R forecast package (Hyndman, 2015) and employing the following function arguments: max.p = 1, 

Table 1  Size of the test estimated for various process types, series lengths (N), test statistics and αj patterns. 
Each inner cell provides an estimate of the size of the test for significance levels 0.01, 0.05 and 0.1.  
The results are rounded to two decimal places

Process type,  
N = length  

of the series 

Standard 
deviation,
pattern A

Standard 
deviation,
pattern B

Spearman,
pattern A

Spearman, 
pattern B

Nason (2013b), 
Bonferroni

Nason (2013b), 
FDR

1, 32
0.01 0.01 0.01 0.01 0.00 0.00
0.04 0.04 0.05 0.05 0.00 0.00
0.09 0.11 0.09 0.10 0.00 0.00

2, 32
0.01 0.01 0.01 0.01 0.00 0.00
0.06 0.05 0.04 0.05 0.00 0.00
0.12 0.11 0.08 0.09 0.00 0.00

3, 32
0.00 0.01 0.02 0.00 0.00 0.00
0.04 0.05 0.05 0.04 0.00 0.00
0.09 0.09 0.11 0.10 0.00 0.00

4, 32
0.01 0.00 0.01 0.01 0.00 0.00
0.04 0.03 0.04 0.05 0.00 0.00
0.09 0.09 0.10 0.10 0.00 0.00

1, 64
0.01 0.01 0.01 0.01 0.00 0.00
0.04 0.04 0.06 0.05 0.00 0.00
0.07 0.09 0.10 0.10 0.00 0.00

2, 64
0.00 0.01 0.01 0.01 0.00 0.00
0.04 0.05 0.03 0.03 0.00 0.00
0.10 0.12 0.08 0.08 0.02 0.02

3, 64
0.01 0.00 0.01 0.01 0.00 0.00
0.04 0.04 0.05 0.04 0.00 0.00
0.09 0.10 0.10 0.09 0.00 0.00

4, 64
0.00 0.01 0.01 0.01 0.00 0.00
0.03 0.05 0.04 0.04 0.00 0.00
0.07 0.10 0.10 0.09 0.00 0.00

Source: Own construction

18	�	Xt = ϕXt – 1 + at, where {at} is a unit-variance Gaussian white noise sequence, ϕ being a parameter.
19	�	Xt = at + θat – 1, where {at} is a unit-variance Gaussian white noise sequence, θ being a parameter.
20	�	Powers of two are assumed to allow a comparison with the test by Nason (2013b) (see below in this section for  

further details).
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max.q = 1, max.d = 0, seasonal = FALSE, allowdrift = FALSE. The number of bootstrap replications is21 
B = 99. The results are presented in Table 1.

A comparison of the results with those obtained by the test proposed in Nason (2013b) is provided.22 
Nason (2013b) test utilizes, among others, multiple hypothesis testing, suggesting two approaches, name-
ly the Bonferroni method and the false discovery rate (FDR) approach of Benjamini, Hochberg (1995).

The size of our test seems to be reasonably close to the nominal level (0.01, 0.05 or 0.1), no large 
deviation between the estimated size and the nominal level occurring in any of the simulation com-
binations. On the other hand, the test proposed in Nason (2013b) seems to be extremely conservative  
for the settings used in our simulation, the estimated size being far below the nominal level for all  
the simulation combinations. 

5.2 Power of the test
The power of the test will be assessed under the conditions when the true data-generating process  
is either an AR(1) or MA(1) process with a time-varying coefficient. The values of the coefficient  
are stored in the sequence {ϕt: t = 0, …, N – 1} and are given as 

� (19)

where F > 0 is the frequency of the cosine. Two possible values can be attained in the simulation: F = 0.5 
and F = 1. The process is thus defined either as (AR(1))

� (20)

or as (MA(1))

� (21)

where {at: t = 0, …, N – 1} is unit-variance Gaussian white noise. The transition from high values (+0.95) 
to low values (–0.95) of the AR(1) (or MA(1)) coefficient is associated with a decrease in the variance  
of large-scale changes and an increase in the variance of short-scale changes. Both the models of non-sta-
tionary time series (AR(1) and MA(1)) are statistical ones, resembling also some of the non-stationary 
models used in Nason (2013b).

The other simulation settings are the same as in Section 5.1. The estimates of the power of the test  
are presented in Table 2. Again, a comparison with the test of Nason (2013b) is made.

As expected, higher values of N (ceteris paribus) mostly lead to a higher power of the test. It is al-
so not surprising to often (but not always) find a higher power for the AR process than for the MA 
one (ceteris paribus). This is due to the fact that the time-varying coefficient is generally accompanied  
by more pronounced variations in the variance of changes associated with the examined scales  
in the case of the AR process.

21	�	General considerations of Davison, Hinkley (2009, Ch. 4.2.5) on the choice of B in bootstrap hypothesis testing suggest that 
too small values of B can lead to a loss of the size and power of the test. Davison, Hinkley (2009, Ch. 4.2.5) conclude that 99 
bootstrap replications should generally be sufficient provided the significance level is greater or equal to 0.05. A little larger loss 
of size and power, though not a serious one, can occur if 99 bootstrap replications are used with the 0.01 significance level.  

22	�	The test proposed in Nason (2013b) is implemented in hwtos2() function in R locits package (Nason, 2013a). Default settings 
of the function parameters are used. This function works only with a time series whose length is a power of two.
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A change in the pattern of αj values from A to B, ceteris paribus, has generally resulted in an increase  
in the power of the test in our simulations. This is due to the fact that if the variance of short-scale changes 
increases, the variance of large-scale changes decreases in our case, and vice versa. Consequently, a more 
powerful test can be obtained using pattern B which contrasts the dynamics on short and large scales.

The test employing the Spearman’s rank correlation coefficient as the test statistic is much more pow-
erful for F = 0.5 than F = 1 (ceteris paribus). The reason for this behavior is obvious since {qt

α} (or {qj,t}) 
is expected to be close to monotone for F = 0.5, while no such monotone behavior can be expected for 
F = 1 because, for F = 1, the time-varying coefficient starts to revert back to its original value at a time 
half-way from the start and so does the variance of changes associated with individual scales. It is also 
interesting to note that the test using Spearman’s rank correlation is more powerful than the one using 
the standard deviation provided F = 0.5, the process type being MA. This can presumably be explained 
by the fact that {qt

α} (or {qj,t}) tends to be quite close to monotone in such a situation (F = 0.5, process 
type = MA) and not too variable (in terms of the standard deviation).

For the settings used in our simulation, the power of the test proposed by Nason (2013b) is often 
inferior to ours. Nason (2013b) also experimented with various non-stationary models and reports 
very good power characteristics of his test. This can be explained by the fact that much longer time se-
ries were used in his simulation, namely the length of 512 was assumed. To further support this claim,  
we have run additional minor Monte Carlo simulations. More specifically, having assumed an AR(1) 
model with a time-varying autoregressive coefficient and F = 0.5 (see Equations 19 and 20), we studied 
the power of the test proposed by Nason (2013b) in dependence upon the length of the series (N), using 
the 0.05 significance level. The following power estimates have been obtained from 1 000 simulations  
(the first number corresponding to the Bonferroni method, the second to the FDR approach):  

Table 2  Power of the test estimated for various process types, values of F, series lengths (N), test statistics and αj 
patterns. Each inner cell provides an estimate of the power of the test for significance levels 0.01, 0.05 and 
0.1. The results are rounded to two decimal places

Process type, F,  
N = length  

of the series 

Standard 
deviation,
pattern A

Standard 
deviation,
pattern B

Spearman,
pattern A

Spearman, 
pattern B

Nason (2013b), 
Bonferroni

Nason (2013b), 
FDR

AR, 0.5, 32
0.05 0.17 0.06 0.14 0.00 0.00
0.22 0.44 0.18 0.35 0.00 0.00
0.35 0.57 0.27 0.49 0.00 0.00

MA, 0.5, 32
0.01 0.02 0.03 0.06 0.00 0.00
0.08 0.13 0.10 0.19 0.00 0.00
0.17 0.24 0.17 0.30 0.00 0.00

AR, 1, 32
0.08 0.10 0.00 0.00 0.00 0.00
0.26 0.34 0.01 0.01 0.00 0.00
0.41 0.47 0.02 0.02 0.00 0.00

MA, 1, 32
0.01 0.01 0.00 0.01 0.00 0.00
0.09 0.08 0.02 0.04 0.00 0.00
0.18 0.16 0.06 0.07 0.00 0.00

AR, 0.5, 64
0.13 0.35 0.12 0.25 0.00 0.00
0.39 0.62 0.27 0.49 0.01 0.01
0.53 0.74 0.38 0.64 0.05 0.05

MA, 0.5, 64
0.03 0.10 0.06 0.13 0.00 0.00
0.12 0.29 0.14 0.30 0.00 0.00
0.21 0.41 0.24 0.44 0.00 0.00

AR, 1, 64
0.17 0.36 0.00 0.00 0.00 0.00
0.45 0.61 0.00 0.00 0.04 0.04
0.58 0.70 0.01 0.01 0.07 0.08

MA, 1, 64
0.02 0.05 0.00 0.00 0.00 0.00
0.09 0.18 0.02 0.01 0.00 0.00
0.19 0.29 0.04 0.03 0.00 0.00

Source: Own construction
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0.00 and 0.00 for N = 32, 0.01 and 0.01 (N = 64), 0.36 and 0.38 (N = 128), 0.94 and 0.97 (N = 256), 1.00  
and 1.00 (N = 512). These additional results suggest that a reasonable power of the test proposed by Na-
son (2013b) can be obtained provided that the time series is long enough. We have not included such 
long time series in our major simulation since our test aims – by its design, where cross-validation,  
robust filtering and bootstrapping is utilized – at rather short time series, not being directly applicable  
to very long time series due to extensive computations that would be required. For short time series, such 
as those often occurring in economic settings, our test is, however, expected to enjoy reasonably good 
size and power characteristics, having reasonable computational demands.

6 APPLICATION OF THE TEST TO THE U.S. GROSS DOMESTIC PRODUCT
We illustrate the hypothesis test using the yearly time series of the U.S. gross domestic product (GDP) 
retrieved from the U.S. Bureau of Economic Analysis, FRED (2015). The time series is given in current 
prices in billions of dollars, measuring the value of goods and services in each year’s prices. GDP mea-
sured in constant prices (i.e. adjusted for inflation) is preferable when the focus is on actual productivity 
growth, GDP in current prices being of potential interest, for instance, for monetary policy objectives 
(see, e.g., Feldstein, Stock, 1994; Bernanke, Mishkin, 1997). The decision to use current prices instead  
of constant ones in this paper is due to the fact that the former facilitate a better demonstration  
of the various aspects and settings of the hypothesis test. Moreover, the yearly nature of the time series 
also avoids the need to deal with the seasonal pattern.

The time series will be denoted as {Yt: t = –1, 0, …, N – 1}, where N = 85, time t = – 1 corresponding 
to the year 1929 and t = 84 to 2014, the total length of the time series being N + 1 = 86. The hypothesis 
test will be performed on {Xt: t = 0, …, N – 1} which is defined as the first difference of the natural log-
arithm of {Yt}, i.e.

� (22)

Haar filters are employed. A stationary ARMA model which fits {Xt} is found using the auto.arima() 
function from R forecast package (Hyndman, 2015) – the function is called with the following arguments: 
max.p = 4, max.q = 4, max.d = 0, seasonal = FALSE, allowdrift = FALSE. The maximum possible orders 
of the AR and MA part of the model are chosen to be equal to four (i.e. max.p = 4, max.q = 4) so that the 
model can be flexible enough if needed. The number of bootstrap replications is B = 499.

The results are presented in Figure 1. More specifically, the uppermost subfigure in the first column 
displays the time series {Xt}. Below this column subfigure, {zj,t} (j = 1, …, 4) are presented (gray color) 
in separate subfigures, together with {qj,t} (j = 1, …, 4) (black color). The asymmetric nature of zj,t with  
a heavy left tail can be clearly observed. 

The subfigures in the second column display {qj,t} (j = 1, …, 4) again. The y-axis range in these sub-
figures is set in such a way that the ratio of this range to the range of {qj,t} is an increasing function  
of p-value. This leads to the visual perception of more variable {qj,t} in the case of a more significant out-
come – a hypothesis test employing the standard deviation of {qj,t} as the test statistic is used. The value  
of the test statistic is presented above each subfigure, the p-value following in parentheses. A test employ-
ing the Spearman’s rank correlation coefficient between {qj,t} and time as the test statistic is also performed.  
The test statistic is given after the comma above each of the subfigures, the p-value being shown in parentheses.

The subfigures in the third column display {qt
α} (see Equation 11) with four patterns of αj values, namely:

•	 α2 = 1, α1 = – 1 and αj = 0 for j equal neither 2 nor 1,
•	 α3 = 1, α1 = – 1 and αj = 0 for j equal neither 3 nor 1,
•	 α4 = 1, α1 = – 1 and αj = 0 for j equal neither 4 nor 1,
•	 α3 = 1, α2 = – 1 and αj = 0 for j equal neither 3 nor 2.
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Figure 1  Illustration of the hypothesis test for U.S. gross domestic product data. See the text for a detailed description

Source: Own construction using data retrieved from U.S. Bureau of Economic Analysis, FRED (2015)
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Hypothesis tests employing the standard deviation of {qt
α} and the Spearman’s rank correlation coeffi-

cient between {qt
α} and time are performed for each of the four patterns. Similarly to the second column, 

the test statistics and p-values are presented above the subfigures in the third column.
It follows from all the subfigures of Figure 1 that the rejection or non-rejection of the null hypothesis 

of stationarity is influenced by the choice of αj values in {qt
α} (or the level j if {qj,t} is used) and the cho-

sen test statistic. All these choices have to be made before the analysis. A discussion of the results corre-
sponding to particular choices is presented in the paragraphs to follow.

For example, {q1,t} is almost monotonically decreasing over time, which implies that the variance  
of changes associated with the shortest scale is almost monotonically decreasing over time too. If we 
decided a priori to use the Spearman’s rank correlation coefficient between {q1,t} and time as the test sta-
tistic, we would “definitely” reject the null hypothesis of stationarity at the 5% significance level (see the 
subfigure called “level 1” in the second column). On the other hand, if the standard deviation of {q1,t} was 
used as the test statistic, the p-value of the hypothesis test would be close to 0.05 and the decision about 
stationarity or non-stationarity at the 5% significance level would not be so clear.

There seems to be a decrease in the variance of changes, not only on scales associated with the first 
level but also on those associated with the second and third level. In contrast to the first level, the decrease 
of the variance associated with the second and third level is far from being monotone. Consequently,  
the tests using Spearman’s rank correlation between {q2,t} and time and {q3,t} and time, respectively, are 
not significant at 5% levels, whereas those using the standard deviation of {q2,t} and {q3,t}, respectively, 
are significant (see the subfigures called “level 2” and “level 3” in the second column). 

Despite the significance of the two lastly mentioned tests, the hypothesis test associated with  
the subfigure called “level 3 – level 2” in the third column is non-significant. This is due to the fact that 
the time-varying patterns in {q2,t} and {q3,t} are rather “synchronous”. On the other hand, the test employ-
ing Spearman’s rank correlation in the subfigure called “level 4 – level 1” is significant. This suggests that 
non-stationarity manifests itself in different ways on short (j = 1) and large (j = 4) scales. 

The tests provide a decision about the rejection or non-rejection of the null hypothesis. Moreover, 
visual inspection of the plots similar to those of Figure 1 may supply additional information about  
the character of non-stationarity and the size and importance of effects.

CONCLUSION
We have introduced a new wavelet-based hypothesis test for second-order stationarity which is based  
on exploring the variability of the smoothed series of squared MODWT wavelet coefficients. Having 
noted that there are alternative techniques for smoothing available in the wavelet literature, we decid-
ed to use robust filtering and modified cross-validation. Even though cross-validation is widely used 
and generally recognized as a flexible tool in the statistical learning literature, it has not been employed 
much in the resources on wavelets, not being applied at all in formal wavelet-based tests for stationarity.

Further, we have proposed several test statistics that explicitly answer important questions on whether 
the variability (or the close-to-monotone behavior) observed in the smoothed series represents a signif-
icant effect, or whether the characteristic of non-stationarity is scale-specific. 

We have used bootstrap to approximate the distribution of the test statistic under the null hypothe-
sis. In agreement with the literature on bootstrap, we have preferred flexible, well-established smoothing 
techniques and appealing test statistic to the analytical tractability of the procedure. Although the test 
is computationally expensive, it enjoys reasonable size and power properties for lengths of time series 
typical in economics. We consider the properties of the test for these lengths superior to those of the test 
proposed by Nason (2013b).

Our test was also used to assess the stationarity of the time series of the first difference of the log-
arithm of the U.S. gross domestic product. The results suggest that the variance of changes associated 
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with various scales alters over time, making the time series non-stationary. In particular, the variance  
of changes associated with the shortest scales exhibits a significant close-to-monotone variation over 
time. This pattern is not present on larger scales.
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