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Abstract

Research background: Bankruptcy and financial distress prediction has always been an integral part of any 
financial management system. It gives an indication to stakeholders to take precautionary measures in order to 
avoid losses. The traditional approaches for prediction, including logistic regression and discriminant analysis, 
are constrained by their inability to deal with complex and high-dimensional data (Odom and Sharda, 1990; 
Min and Lee, 2005). Recent developments in the field of machine learning, and particularly autonomous 
learning classifiers, present a potential proposed alternative.
Purpose: The purpose of this paper is to propose a first-order autonomous learning classifier (F-O ALMM0) 
for predicting bankruptcy of business entities and individuals.
Design/methodology/approach: The data file contained a total of 352 companies obtained from the Kaggle 
database and incorporating 83 financial ratios. Initially, the model's performance was assessed as a preliminary 
step, but the results were average, followed by the application of Principal Component Analysis (PCA)  
to enhance the quality of the input’s variables. Afterwards, the number of independent variables was reduced 
to 26. Thus, the results were improved.
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INTRODUCTION
The need for an accurate bankruptcy prediction model has become more urgent in recent times. This  
is because financial markets have become so complex that even the failure of large corporate firms causes 
a huge impact on the economy. The conventional statistical models are satisfactory up to some extent 
but generally fail due to the dynamic and nonlinear nature of the financial data. The paper introduces  
a new first-order autonomous learning classifier, F-O ALMM0, to predict bankruptcy. This model reduces 
the inefficiencies inherent in traditional models by employing the latest machine learning techniques.

Bankruptcy is one major issue that many companies in different industries and sectors face. It occasions 
a crumbling of the financial structure of a company, halt in its operation, and dislocates employees into 
unemployment (Štefko et al., 2020). Basically, it means the company cannot meet its obligations in terms  
of employees, distributors, suppliers, shareholders, and lenders (Horváthová and Mokrišová, 2018). 
Only the assets that are in the hands of the judicial authorities remain, and these will be sold to pay  
off the company’s debts. Many things lead to bankruptcy, but the end result is the same. Of these, 
however, the most significant is neglect; that is, not heeding the signs of bankruptcy before it takes hold 
(Kanapickienė et al., 2023). Ignoring these signs and doing nothing to arrest them will definitely bring  
a company to bankruptcy (Zhang et al., 2021).

Bankruptcy prediction is considered to be one of the important solutions in developed countries, 
being one of the major dependencies of risk management in large corporations (Safi et al., 2022).  
At the outset, statistical models were devised by focusing on specific financial ratios which actually turned 
out to possess excellent predictive abilities pertaining to bankruptcy (Srebro et al., 2021).

Artificial intelligence is nowadays considered one of the most powerful contemporary tools  
in bankruptcy prediction. Previous studies have shown that classification capabilities of intelligent 
models were more accurate and better than earlier statistical models (Odom and Sharda, 1990; Wilson 
and Sharda, 1994; Cooper, 1999; Jo et al., 1997; Min and Lee, 2005; Zieba, Tomczak and Tomczak, 2016; 
Salehi and Pour, 2016; Karas and Reznakova, 2017; Belas et al., 2017). For this reason, research in this 
area has become very attractive since quality of the results can always be improved. The more advanced 
AI becomes, the more accurate bankruptcy prediction is.

The aim of this paper is to utilize the F-O ALMM0 model for bankruptcy prediction, which is considered 
a very important activity not only for companies but also for individuals, as it will help them discover 
their financial health. This model is a hybrid intelligent multi-model classifier. To test this predictive 
ability, 83 financial ratios were depended on, and a sample consisting of 352 companies, totaling 2 661  
financial instances. This sample will be divided into a training sample and a testing sample. Moreover,  
the process of financial input purification will be examined to determine its role in improving the quality 
of this model. The Principal Component Analysis (PCA) technique will be relied upon for this verification. 
Finally, the results of the model will be compared before and after the input processing. The main 
question addressed in this paper is: How accurate is the F-O ALMM0 model in bankruptcy prediction, 
and how effective is the PCA technique in improving the quality of financial inputs and the model’s  
accuracy?

Major contribution of this research is to develop and validate the F-O ALMM0 model for bankruptcy 
prediction, enhanced by applying PCA in order to improve the quality of the input variables. This 
contribution comes in various ways:

In this paper, a novel integration of self-directed learning classifiers and dimensionality-reduction 
techniques are proposed to create an improved method of prediction that is more accurate and reliable.

The empirical results obtained in this study underline the effectiveness of the F-O ALMM0 model  
in developing the body of knowledge with practical and theoretical implications. The tool works for  
the early warning of potential bankruptcies, thus helping financial analysts, policymakers, and investors 
in decision-making processes.
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This research fills the gap in literature through different approaches to applying machine learning 
techniques to financial prediction and provides new insights and empirical evidence that can be used  
to support the effectiveness of these methods.

The various limitations of traditional models – revealing how F-O ALMM0 overcomes such limitations 
– will give further depth to the research in the current discussion on improving the models of bankruptcy 
prediction.

In the following part of the contribution, an overview of the literature is given, focused primarily  
on specific studies dealing with the issue of predicting bankruptcy of business entities. This is followed 
by the Methods chapter, in which the used data, methods and selection of variables are described.  
In the chapter Case Study, the research outputs are presented and evaluated, respectively the ability  
of the F-O ALMM0 model to predict bankruptcy is tested. The final chapter summarizes the achieved 
results and describes their application in practice as well as research limitations.

1 LITERATURE REVIEW
The inability of macroeconomic policies to sufficiently address systemic risks, as evidenced in the financial 
crisis of 2008, is regarded by many as part of the cause of the crisis (Aliu et al., 2022). Indeed, a significant 
number of analysts argue that the low interest rate policy adopted by the Federal Reserve was the main 
cause of the housing bubble in the US (Dufour and Orhangazi, 2014). This imperative of increasing lending 
led to a speculative attitude in lending, and risk management practices were sidetracked (Smaranda, 2014). 
In such endeavors, various methodologies starting from classical statistical approaches to some of the 
most promising emerging artificial intelligence techniques have been implemented (Zhou et al., 2012).

The realm of failure prediction literature has been predominantly influenced by the dominance 
of multiple discriminant analysis for an extended period (Bauer, 2012). Beaver (1966) pioneered the 
application of univariate discriminant analysis. Blum (1974) formulates the model for failing companies 
and demonstrates that incorporating periodic revisions into the model fails to enhance the precision of 
forecasting. Ohlson (1980) introduced conditional probability models as an alternative to the multiple 
discriminant analysis.

Machine Learning, a sub-domain of Artificial Intelligence, focuses on the development of methodologies 
and approaches that enable computers to learn (Krulický et al., 2020). Machine Learning can be formulated 
in various ways (Yu, 2013). The most popular computational intelligence methodologies are found to be 
very effective in solving nonlinear problems (Zvaríková et al., 2022). Furthermore, these methodologies 
have the high capability to extract meaningful information from imprecise data and discover complex 
patterns that cannot be perceived by humans or traditional systems (Cleofas-Sanchez et al., 2016). 
Notably, Wu and Wang (2000) pioneered the application of neural networks for the assessment of 
credit risk specifically pertaining to small and medium-sized enterprises (SMEs). Serrano-Cinca (1996) 
employed self-organizing maps as a methodological approach. Desai et al. (1996) determined that the 
modular neural network and Multi-Layer-Perceptron (MLP) exhibited particular efficacy in accurately 
forecasting non-performing loans. Final and Fatih Oglu (2002) developed a hybrid classifier incorporating 
associative memories and self-organizing maps (SOM) in their approach to speaker recognition. Min and 
Lee (2005) utilized support vector machines (SVMs) to address the issue of bankruptcy prediction. Hsieh 
(2005) devised a credit scoring model that used the K-means clustering algorithms and SOM in order 
to ascertain the optimal inputs for a feed-forward Multilayer Perceptron (MLP). Glezakos et al. (2010) 
propose an alternative assessment and assert that logistic regression models exhibit high efficacy. Chen 
et al. (2011) introduced an evolutionary method to concurrently optimize the complexity and weights of 
a learning vector quantization network, with a focus on symmetric cost preference. Lin and Yang (2012) 
developed a rolling-logit model that allows the forecasting of corporate bankruptcy in the Taiwan Security 
Exchange, using current information as well as past information. Cao (2012) introduced a new multiple 
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classifier ensemble model called MCELCCh-FDP that combines different classifiers using firm life cycle 
and Choquet integral in addressing financial distress. Serrano-Cinca and Gutiérrez-Nieto (2013) used 
Partial Least Square Discriminant Analysis as a predictive tool for the 2008 banking crisis in the United 
States. Khashei et al. (2013) applied essential principles of the MLP neural networks and fuzzy logic  
to construct a hybrid binary credit risk prediction model. Tsai et al. (2014) undertook an extensive study 
that aimed to compare classifier ensembles using three commonly employed classification techniques, 
namely decision trees (DT), SVM, and MLP neural networks. Giordani et al. (2014) discussed how 
adding spline functions to a logistic bankruptcy model improves prediction accuracy by 70% to 90%. 
This approach identifies complex nonlinear relationships between firm distress and financial metrics  
of leverage, earnings, and liquidity. Kou et al. (2014) proposed a multi-criteria decision-making (MCDM) 
framework for prioritizing various clustering algorithms. Kim et al. (2015) proposed the GMBoost, which 
is a geometric mean-based boosting algorithm and is one of the potential remedies for the class imbalance 
problem. In the research by Barboza et al. (2017), with a view to predicting bankruptcy a year ahead,  
a number of machine learning models were fitted, including boosting, support vector machines, bagging, 
and random forest. Li et al. (2017) used a linear programming algorithm to calculate the efficiency 
of company stability. Traczynski (2017) introduced a Bayesian model averaging approach to predict 
bankruptcy, addressing uncertainty in identifying the correct model. Key findings are that only the ratio 
of total liabilities to total assets and the volatility of market returns consistently predict default across 
various industries. This new method, which combines information from multiple models or includes 
industry-specific factors, performs better than traditional single-model approaches.

Angelov and Gu (2017) introduced an innovative 0-order multi-model classifier named Autonomous 
Learning Multiple-Model (ALMM0-0). Tang et al. (2019) introduced an evolutionary pruning neural 
network (EPNN) model to predict bankruptcy. Soares et al. (2020) used the zero-order Autonomous 
Learning Multiple-Model (ALMM0-0*) neuro-fuzzy methodologies, with the primary aim of categorizing 
diverse cardiac ailments based on auditory signals. Santos et al. (2022) presented the First-Order 
Autonomous Learning Multi-Model (ALMM0) system as a regressor, which demonstrated the potential 
for seamless adaptation into a binary classifier. Sabek and Saihi (2023) made a comparison of the results 
between logistic regression and artificial neural networks in the forecast of financial distress for Saudi  
Arabia and Algeria. Rainarli and Sabek (2023) applied many machine learning methods to train  
the prediction model and process missing values and imbalanced data. Sabek (2023) compared two 
varieties of Artificial Neural Networks (ANNs) to Logistic Regression (LR) in the prediction of financial 
distress. His conclusion was that the superiority of the networks over LR depends on factors such as the 
specific network’s type and its suitability for the given issue. Sabek and Horak (2023) used Gaussian Process 
Regression (GPR) to predict financial distress, optimized its hyperparameters to extract the optimal 
model, and then compared it with other machine learning models. They found that GPR achieved very 
suitable results. Altman et al. (2023) presented and examined the Omega Score, a new metric designed 
to improve the prediction of defaults in small and medium-sized enterprises (SMEs). They reconsider the 
traditional models of default prediction and estimate the effectiveness of the Omega Score in identifying 
SMEs that are at risk. Valaskova et al. (2023) explored the issue of bankruptcy forecasting in the Visegrad 
Group countries after the outbreak of COVID-19. They showed how economic disturbances caused by 
the pandemic had changed bankruptcy risk factors and suggested implications for financial management 
and policy development in the post-pandemic period.

In summary, therefore, the 2008 financial crisis can be qualified as partial inability of macroeconomic 
policies to address systemic risks from the housing market. For instance, many analysts have pointed 
out the low-interest-rate policy by the Federal Reserve as key in the formation of the housing bubble. 
The speculative lending that followed took no heed of risk management and set base for the wide-scale 
financial instability.
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In the field of failure prediction, traditional methodologies, mostly multiple discriminant analysis, 
have occupied center stage in this domain for quite a long time. Of late, there have been innovations 
such as the introduction of univariate discriminant analysis, conditional probability models, and a range 
of machine learning techniques. More specifically, machine learning methodologies, including neural 
networks, self-organized maps, and SVMs, have displayed prowess for handling nonlinear phenomena 
and extracting relevant information from imprecise data.

Key contributions in bankruptcy prediction and credit risk assessment include the use of neural networks 
for SMEs, modular neural networks and MLPs for non-performing loans, and hybrid classifiers based 
both on associative memories and on self-organizing maps, for speaker recognition. Other innovative 
approaches entail logistic regression models, evolutionary methods for the optimization of learning vector 
quantization networks, and rolling-logit models to predict corporate bankruptcy.

Other methodologies proposed for predicting financial distress and bankruptcy have been the multiple 
classifier ensemble models, boosting algorithms with geometric mean – based variants, and Bayesian 
model averaging approaches. They encompass information from various models or involve industry-
specific factors, even if they generally outperform the single-model solutions.

Machine learning has been in focus of late which has been experimented upon boosting, bagging, and 
random forests to predict bankruptcy. Methods like Omega Score for SMEs, Gaussian Process Regression 
(GPR), and analysis of bankruptcy risk factors post-COVID-19 have also been highlighted for their 
significant contributions to the field.

Furthermore, Autonomous Learning has become more significant. Researchers have developed new 
age models that are programmed to learn and improve autonomously with the passage of time without 
human intervention. Most important ones include the zero-order Autonomous Learning Multiple-Model 
(ALMM0) and the First-Order Autonomous Learning Multi-Model (ALMM1). The ALMM0 model 
represents how complex data patterns like cardiac ailments based on auditory signals can be effectively 
categorized using neuro-fuzzy methodologies. As binary classifiers, it easily adapts. Similarly, the First-
Order Autonomous Learning Multi-Model (ALMM0) system points out significant potential as both 
a regressor and a classifier in relation to autonomous learning in financial risk management and more 
areas of business beyond this scope.

The field of bankruptcy prediction has undergone a transformation from traditional statistical methods 
to more advanced machine learning methods and autonomous learning models, providing more precise 
and dependable tools for managing financial risk.

The first author is a leading expert in the sphere of financial distress and bankruptcy prediction, having 
an impressive record of scholarly publications that unequivocally prove his in-depth knowledge of and 
further innovativeness in this domain. He definitely turns out to be outstanding in his collaborative 
work on how to cope with challenges of missing and imbalanced data in bankruptcy prediction using 
machine learning. Moreover, he has compared artificial neural networks to logistic regression, proving 
their models on differentiating financial distress. His research in the optimization of hyperparameters 
in Gaussian Process Regression further proves skill in predictive accuracy. This proves the adaptability 
and efficiency of the techniques within different economic contexts. Further, his comparative evaluation 
of CA Score, Kida, and Springate models for financial distress prediction in Algeria serves as evidence 
of his comprehensive analytical studies and dedication to advancing the field.

2 METHODS
In this paper, as a first step, the ability of F-O ALMM0 to predict bankruptcy will be tested by training  
the model using a training sample consisting of 2 001 financial instances, and then testing it using  
a testing sample consisting of 660 financial instances. In the second phase, the PCA technique will be used 
to extract only those principal components which have the biggest influence on the dependent variable 
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and hence reduce the input size and improve its quality. The model will then be tested again. The results 
of the model before and after using the PCA technique will be compared.

F-O ALMM0 is a Multi-model developed by Gu and Angelov (2018), for binary classification purposes 
and this is basically consistent with the purpose of the current study.5

The initial version of the model, Zero-Order ALMM0, was created by Angelov and Gu (2017),  
and it has been employed in numerous prior research investigations for the purpose of classification.  
The model has consistently demonstrated a remarkable proficiency in its classification capabilities (Angelov 
and Gu, 2017; Soares et al., 2020). 

Angelov and Gu (2017) examine the ALMM0 general applicability with data drawn from diverse sources 
without any geographic and temporal limitation. In contrast, Soares et al. (2020) are interested in heart 
sound classification, and their recorded data usually comes from publicly available medical databases. 
Their time ranges are not precisely stated but were generally of data up until about 2020.

This motivated us to test the second version of the model First-Order ALMM0 for classification, 
mainly because, to the best of our knowledge, this version of the model has not been investigated and 
tested before. According to Angelov et al. (2018), ALMM0 has been realized to form a generic system 
which can be easily applied for the purpose of multi-model systems connected to probabilistic or 
other local models. The system is completely data-driven; therefore, it lets its structure be defined by 
non-parametric data clouds generated from empirical observations and makes no assumption about  
the distribution or properties of data in any form. This makes the new system capable of acquiring meta-
parameters directly from the data and recursively updated, making the efficiency of memory usage and 
computational calculations within the algorithm more enhanced.

According to Angelov and Gu (2017) and Soares et al. (2020), adopting the self-learning method has 
several advantages: 
�  Adaptability: The model learns and updates itself in real-time based on new data, thus being relevant 

and accurate.
�  Simplicity and Interpretability: Being simple and easy to understand makes this method useful  

in applications.
�  Real-Time Processing: Data is processed fast; hence, it is best for scenarios necessiting immediate 

feedback.
�  Robustness: Handles noise and outliers very well, boosting its performance on imperfect data. On the 

other side, this method is not without its deficiencies:
�  Limited to Zero-Order: The zero-order model cannot deal with complex relationships in the data, 

thus crippling its overall efficiency.
�  Scalability Issues: The model could be difficult to manage and scale with increasing data.
�  Dependence on Initial Data Quality: It depends a lot on the quality of the first training data set.
�  Complexity in Real-World Implementation: This can turn out to be complex in real-world scenarios 

due to integration and resource management problems in the implementation of the methodology.

2.1 Autonomous learning of Multi-Model systems
For several decades, multi-model systems have been in use in a rather wide spectrum of applications 
within adaptive control, observers, predictors, and classifiers, and have proven to be an effective tool  
in dealing with difficulties stemming from uncertainties related to measurements and motion. Actually, 
their operation is based on the ancient principle of «divide and rule,» where complex problems are broken 
down into a series of more feasible ones and then integrated together (Angelov et al., 2018).

5 The model code and demo are publicly published at: <https://www.researchgate.net/publication/322446053_FirstOrder_ 
Autonomous_Learning_Multi-Model_System_source_code_Matlab_version>.
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Autonomous Learning Systems (ALSs) can be perceived as the physical embodiments of artificial 
intelligence. ALSs can be conceptualized as a convergence of sensor-equipped computational platforms 
(machines/devices) equipped with software algorithms, enabling these systems to acquire evolving 
intelligence through interaction with the self-monitoring and external environment. Some of the very 
basic properties of ALSs include the ability of self-adaptation and self-monitoring; therefore, self-learning 
or autonomous learning, learning of new knowledge, and update of existing knowledge are very crucial 
(Angelov, 2012).

The next section describes the learning process for the ALMM0 system in some detail, structured 
around two major steps: structure identification and parameter identification: (Angelov and Gu, 2018)

For every recently acquired data sample, denoted as xK+1, the global mean µK and the average scalar 
products XK are updatedto µK+1 and XK+1.

The unimodal discrete density at the xK+1 and the central points of the existing data clouds  
µK,i (i = 1, 2 ,…, NK) are computed using the following equation:

                                     .     (1)( ) 2

2

1

1
D x

k

κ

σ

=
−

+

Denoted by DK+1(xK+1) and DK+1(µK,i) (i = 1, 2 ,…, NK). The following principle is examined to determine 
if xK+1 has the capability to generate a novel rule:

Cond.1 IF (Dk+1(xK+1) >                        (Dk+1(µK,i))) .                                                                (2)

                         Or (Dk+1(xK+1) <                        (Dk+1(µK,i))) .

Then (XK+1 is a new focal point).

In case condition 1 is satisfied, a new rule is generated, depending on the value of XK+1. A very important 
step would then be to check for a possible overlapping between the newly acquired data cloud and the 
previously existing data clusters. A principle of preventing overlap is utilized in view of the following:

Cond.2             IF (Dk+1,i(xK+1) ≥             .

Then the ith
 facal point and the respective data could needs to be replaced 

by a new one.
(3)

Where: Dk+1,i(xK+1)  is the unimodal discrete density computed per rule (data cluster) using the following 
equation:

                                                                                                                       (4) 

The logical basis for considering Dk+1,i(xK+1) ≥ 1/(1 + n2) arises from the well-known Chebyshev 
inequality, which elucidates the probability of a specific data sample, denoted as x to be n time standard 
deviation,  away from the mean, µ:

Dk+1,i(xK+1) =1+                                                                          .                                                                         

2
1

1 n+

Max 
I = 1,2,... ,Nk

Min 
I = 1,2,... ,Nk
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1
²n .       (5a)

By employing the unimodal discrete density, the Chebyshev inequality can be restated in an elegant manner:

2

1 )
1 n

−
+

1
²n       (5b)

Here, n = 0.5 is used. That is, (Dk+1,i(xK+1) ≥ 0.8 for xK+1 is less than σ/2 away from the central point  
of the ith data cloud. Put differently, xK+1 demonstrates a close proximity to all the points of the ith data 
cloud. Consequently, xK+1 will be able to replace the focal point of the ith data cloud.

In the event that Condition 1 is satisfied and Condition 2 is unfulfilled, a new rule termed «data cloud» 
with the focal point xK+1 is inserted.

Nk+1 ← Nk + 1, (6a)

Sk+1,Nk+1 ← 1, (6b)

uk+1,Nk+1 ← xk+1, (6c)

Xk+1,Nk+1 ← ||xk+1||2. (6d)

In contrast, when Conditions 1 and 2 are concurrently met, the current overlapping data cluster 
(assuming the ith data cloud) is substituted by a novel one with the central point xK+1, denoted as (Nk+1 ← Nk).

                             (7a),1
2

K is−  ,

                                (7b)1 , 
2
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                                        .      (7c)1 ,|| || ²  
2

k k ix X+ +
.

The aforementioned principle aims to prevent the discarding of previously gathered information 
within the ALMM0 system, because the novel data cloud may be initialized by an abnormal data sample.

In the event that Condition 1 fails to meet the required criteria, the value of xK+1 is allocated to the 
closest existing data cloud based on the utilization of the following equation:

IF (j*) =                              (|| x – ui||)) Then (Gj* ← x). (8)

The corresponding quantities are updated as follows (Nk+1 ← Nk):

      Sk+1,i ← Sk,i + 1,  (9a)

uk+1,i ←                  +                 , (9b)

Arg min
i = 1,2,….,N
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Xk+1,i ←                    +                          . (9c)

The descriptors (sample count, dot product, and average) of the remaining data clusters remain 
unchanged during the subsequent processing iteration. In ALMM0, each data cloud serves as a foundation 
for constructing the antecedent (IF) part of the fuzzy rules.

2.2 The training algorithm of the First-Order Autonomous Multi-Model
The training algorithm starts by initializing the system and the first cloud as follows (Santos et al., 2022):

 
                                       (10)
 

In the aforementioned context, μ represents the overall mean value of the data points that have been 
analyzed. N denotes the total count of samples that have undergone analysis. Fk signifies the central point 
from cloud k. Xk represents the average scalar product of the data points scrutinized by the same cloud. 
Represents the total count of samples that utilized in generating the aforementioned cloud. Corresponds 
to the iteration number at which the cloud was formed, and denotes the  sum of all previously normalized 
densities associated with the cloud. Mk denotes the total number of samples used in generating the above-
mentioned cloud. Bk is the iteration number where this cloud was created and Pk refers to  the summation 
of all previous normalized densities λ linked to this cloud.

After the initialization, the algorithm proceeds to analyze the following sample.
For the remaining samples, a tri-phase process is followed. The system undergoes each stage 

consecutively for every sample during the training process. The three stages encompass the ensuing 
procedures, such as cloud creation/ antecedents update, stale rule removal, the consequents update.

� Cloud creation/Antecedents update:
The initial phase commences with the incrementing of K while simultaneously updating the system’s 
global parameters, namely μ and E(X2). Subsequently, the unimodal global density is computed for each 
focal point and the sample under examination:

     D(xj) < min(D(fi)) v D(xj) < max(D(fi)) .                                                                                        (11)

       If false, the nearest cloud is found, using Formula (12): 
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Then, the found cloud antecedents are updated, using Formula (13):
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Then, the algorithm proceeds to the next phase.
In the event that condition 1 is true, it becomes necessary to generate the antecedents for a novel 

rule. Nevertheless, there exists a possibility of sample xj overlapping with the existing cloud  antecedents. 
Therefore, it becomes imperative to check the position the sample compared to all clouds. In order  
to accomplish this objective, an update is applied to each cloud based on Formula (13). Subsequently, 
the unimodal local density of sample xj is computed for each cloud utilizing their updated antecedents. 
The logical value of Formula (14) is then cheched:

max(Di(xj) > 0.8. (14)

     If false, the absence of any identified overlap indicates the necessity for generating a novel cloud using 
Formula (15):

                                                       (15)

                                        .

( ) ( )1 0 1 1

1

1

1

1 

 

 
1

N

N

N n n

N
t

N
i

N N

M

B K
C C I

AA
N

 + × +  

−

=

← +
 ←
 ←
 ←
 ←
 ← ←Ω



← −
∑

     Then, the algorithm proceeds to the subsequent phase. If true, and an overlap is detected, the current 
existing cloud is determined based on the Formula (16):

 .        (16)

Afterwards, a novel cloud is generated over the existing on, using Formula (17):

                                               (17)
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Then, the algorithm proceeds to the second phase.
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� Removal of stale rules:
In the second step, the algorithm initiates updating the local density of xj for all updated clouds. In the 
second step, the algorithm starts by updating the local density of xj for all updated cloud.

They are subsequently normalised according to Formula (18):
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.      (18)

     Upon acquiring the normalized densities, the utility of each rule, denoted as ηi, is computed based  
on its antecedent utilizing Formula (19):

 λi i iP P← +  .       (19)

If Bi = K, Then:
            

.   (20)η 1i ←

Otherwise,
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Subsequently, the utility of each rule is subjected to a comparison with a minimum admissible value,  
η0, through Formula (22) (condition 3):

0η ηi ←  .      (22)

For every logical value that holds true, the corresponding rule is eliminated, leading to a decrement 
in the number of clouds. Irrespective of the logical value of condition 3 for each cloud, the algorithm 
proceeds to the next phase.

� Consequent parameters update:
In conclusion, the algorithm proceeds to update the consequent parameters utilizing the Formulas (23) 
and (24):
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i i T
i j i j
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u C u
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 ,     (23)

 λ ( )T
i i i i j i j ia a C u y u a← − −  .      (24)

3 DATA AND VARIABLES
In this section, a comprehensive explanation of the data used in the study is provided. Ready-made 
data extracted from Kaggle were relied upon for this purpose. It should be noted that not all the data 
was used; some of it was excluded in order to organize the training and testing samples appropriately,  
as depicted in Table 1.
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Train 187  
Companies

2 001  
Instances

Bankrupt 896

Normal 1 105

Test 165  
Companies

660  
Instances

Bankrupt 351

Normal 309

Table 1 illustrates the characteristics of the data used, which are financial data associated with real 
companies, not fictional ones, specifically designed for the purpose of studying bankruptcy prediction. 
It is noteworthy that the number of predictors is 83 (financial ratios).

The selection process of the independent variables to be used for bankruptcy detection was beyond 
the authors. As explained above, these data were already existing and downloaded from the Kaggle 
website. The large number of 83 variables probably indicates the intention of the data creators to include 
all financial ratios that could be useful for predicting bankruptcy and which have been mainly used  
in previous relevant studies.

After data refinement, the analysis relied on data from 352 companies, with a total of 2 661 financial 
instances distributed as follows: 1 247 bankruptcy instances and 1 414 healthy instances. In Table 2,  
the total sample is divided into a training sample and a testing sample.

The training sample consisted of 187 companies and included a total of 2 001 financial instances, 
which were divided into 896 bankruptcy and 1 105 healthy instances. Regarding the test sample, there 
were data from 165 companies that provided a total of 660 financial instances: 351 cases of bankruptcy 
and 309 healthy instances.

Table 1  Data set description

Note:  This data is multivariate, as it includes 83 financial ratios. It is extracted from the financial statements of real, non-fictitious companies, 
prepared for classification purposes, and in the field of business. The data is extracted from the Kaggle database. It includes 3 672 financial 
instances for 422 companies, but this data was filtered and only 2 661 financial instances for 352 companies were used. Divided into  
1 247 bankruptcy instances and 1 414 healthy instances.

Source: Own construction

Data set characteristics Multivariate Area Business Number of instances 2 661

Attribute characteristics Real Number of attributes 83 Bankrupt instances 1 247

Associated tasks Classification Number of companies 352 Normal instances 1 414

Table 2  Data set divisions

Note:  After examining and sorting the original data, the study sample was extracted, which pertains to the data of 352 companies, with a total 
of 2 661 financial instances. Since the model must undergo training and testing processes, the data was divided into a training sample 
that includes 2 001 instances, divided into 896 bankruptcy instances, 1 105 health instances. Secondly, a test sample, which includes  
660 instances, divided into 351 bankruptcy instances, 309 health instances.

Source: Own construction

4 RESULTS
In this section, the ability of the F-O ALMM0 model to predict bankruptcy will be tested. As explained 
in the previous section, the study sample is divided into a training sample and a testing sample. Using 
MATLAB, the samples were included. On the other hand, the model code was incorporated, and then 
the model instructions were applied. As a first step, the command to input the samples into the model 
was given, followed by training and verification. Lastly, the model’s ability to predict bankruptcy was 
tested. Tabel 1 shows results of the classification accuracy.
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Table 3  Confusion matrix

Note:  The confusion matrix aids to identify several elements, firstly, the model's overall classification accuracy, in this case, was 67.27%, this rate 
is the result of dividing the total number of correctly classified instances by the total number of instances. The intersection of observed 
bankruptcy and predicted bankruptcy expresses instances that are correctly classified, and the intersection of observed bankruptcy 
with predicted normal expresses instances that are incorrectly classified. The intersection of observed normal and predicted bankruptcy 
expresses instances that are incorrectly classified, and the intersection of observed normal with predicted normal expresses instances that 
are correctly classified.

Source: Own construction

Observed

Predicted

Y

Bankrupt Normal

Actual Y

Bankrupt 254 97

Normal 119 190

Accuracy 67.27

Table 3 shows the classification accuracy for the F-O ALMM0 model after training and subsequent 
testing. From this table, one can see that the overall accuracy reached 67.27%, which is fairly reasonable 
for an intelligent model. It correctly classified 190 healthy instances and misclassified 119 instances.  
It successfully classified 254 bankruptcy instances and misclassified 97 instances, correspondingly.  
As such, it can be said that the model is considerably challenged during classification at the side  
of the classification of the healthy instances. Table 4: Accuracy prediction measures, Mean Absolute 
Error (MAE), Mean Square Error (MSE), and Root Mean Square Error (RMSE), evaluating the model  
on the ability to predict bankruptcy. Moreover, Recall – a sensitivity measure – was used to test the model  
for its ability to detect bankruptcy instances. Further on, True Negative Rate (TNR) was applied  
as a measure of the model’s ability to recognize healthy instances.

Table 4  Error values

Note:  To evaluate the classification accuracy more specifically, the most important measures that help in determining the model error were 
used, type I, Mean Absolute Error, type II, Mean Square Error, type III, Root Mean Square Error. Although Recall and TNR are elements of the 
confusion matrix, they are presented in this table for clarification purposes. Recall to assess the model's capacity in detecting instances of 
bankruptcy. TNR to evaluate the model's proficiency in identifying healthy instances.

Source: Own construction

Table 4 illustrates the values of the measures used to assess the model’s error. These values exhibit 
relatively high levels, particularly RMSE. This indicates that the model encounters difficulties in accurately 
classifying bankruptcy. This is reflected in the overall accuracy of 67.27 %. Besides the Recall and TNR 
measures, moderate values are presented. Note that the TNR rate is lower than the Recall rate, indicating 
that the model has more difficulty classifying healthy instances compared to classifying instances  
of bankruptcy. This is also in line with our earlier observation from Table 3. Figure 1 further demonstrates 
a disparity between actual vs. predicted values.

Model Type I Type II Type III Recall TNR

F-O ALMM0 0.327 0.327 0.572 68.10 66.20
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Th e blue curve indicates the actual values, while the red shows the expected values. It can be noted that 
the two curves, at a point within the range of 0 to 0.1, came very close but this did not persist to result 
in divergence in other ranges. In order to improve the accuracy of the model in predicting bankruptcy, 
it was necessary to fi rst improve the quality of the inputs. As mentioned earlier, the results of the model 
were not satisfactory, and this can be attributed to the presence of impurities that needs to be eliminated. 
Th at is in case it removes unneeded variables that confuse the learning of the model and retains only the 
variables which have a high impact on the dependent variable. It is important to note that 83 predictors 
are a very large number and should be reduced to a number that allows the model to be well trained. 
However, the number of predictors should not be reduced arbitrarily; rather a systematic method called 
principal component analysis, or PCA, ought to be followed. Th is is one such technique for extracting 
those independent variables which have most infl uence on the dependent variable. A prerequisite to the use 
of PCA is that there must be some multicollinearity between the predictors; if there is no multicollinearity, 
the inputs are all independent, and hence PCA would never be needed.

Table 5 illustrates the results of the test for detecting multicollinearity among the independent variables. 
It should be noted that the variables presented in the Table 5 are a random sample of the overall test 
results used for illustrative purposes only. Based on the results shown in Table 5, the presence of linear 
multicollinearity among the variables is inferred. Th is is attributed to the shrinkage of Tolerance values 
and the infl ation of VIF values. Regarding the Tolerance measure, the more its values are infl ated and 
approached 1, the more this indicates the fading of linear multicollinearity, and vice versa. As observed 
in Table 5, all Tolerance values are very small and close to zero. With respect to the VIF measure, 
the more its values shrink and do not exceed the threshold of 3, the more this indicates the fading 
of linear multicollinearity, and vice versa. Furthermore, it is noteworthy that all VIF values in the Table 5 
confi rm the presence of multicollinearity since their values exceeded 10 in all instances. Table 6 presents 
the initial and extracted values of the independent variables. As mentioned earlier, the variables 
presented in the Table 6 are a random sample of the overall test results used for illustrative purposes 
only.

Figure 1  Predicted vs actual plot

Note:  A fi gure expressing the relationship between the actual values and the predicted values in the form of two curves, the fi rst curve in blue 
represents the actual values, while the red curve represents the predicted values. The fi gure highlights the observed convergence between 
the two curves at some point, and the observed dissonance at some point.

Source: Own construction
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Predictors
Collinearity statistics

Tolerance VIF

X25 0.036 27.455

X33 0.039 25.357

X34 0.021 48.174

X38 0.011 93.841

X48 0.045 22.404

X51 0.023 43.290

X63 0.015 67.559

X64 0.012 84.181

X70 0.010 95.799

X73 0.007 148.365

X77 0.009 110.877

X81 0.033 30.697

Table 5  Multicollinearity test before PCA

Note:  A statistical test using linear regression for the purpose of examining the selected data, and ascertaining whether there  
is an overlapping relationship between the independent variables or not. The test depends on two basic indicators, Tolerance and VIF,  
if the values of tolerance are small and do not approach 1, and the values of VIF are very inflated and exceed 3. This indicates the existence  
of multicollinearity between the variables.

Source: Own construction

Table 6  Communalities

Note:  A statistical sub-test of the outputs of the Principal Components Analysis. This test is based on two basic indicators, the initial values, 
the extracted values. The second indicator is the most important, as it indicates the extent to which the data is well represented in the 
appropriate manner that aids in extracting suitable principal components. If the extracted values exceed 0.75, this indicates the success  
of the statistical test in extracting the suitable components.

Source: Own construction

Predictors Initial Extraction

X25 1 0.960

X33 1 0.917

X34 1 0.992

X38 1 0.970

X48 1 0.969

X51 1 0.851

X63 1 0.848

X64 1 0.931

X70 1 0.925

X73 1 0.847

X77 1 0.959

X81 1 0.976

Through Table 6, it is observed that the initial value remains constant at 1, which is favorable. 
However, our primary concern lies in the extracted value, as it indicates the extent to which the data  
is well represented in the appropriate manner that aids in extracting suitable principal components.  
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It is evident from Table 6 that the extracted value exceeds 0.75 in all instances, which is highly suitable 
and indicates the effectiveness of PCA in extracting the principal components. Table 7 illustrates the 
correlation between the financial ratios and the extracted principal components. It is worth noting once 
again that the variables and components presented in the Table 7 are a random sample from the overall 
test results, used for illustrative purposes only.

Table 7  Rotated components matrix

Note:  A statistical sub-test of the outputs of the Principal Components Analysis. The test expresses the relationship between the extracted 
principal components and the financial ratios. Principal components that have relationships of values greater than 0.3 with three or more 
financial ratios are considered strong components. Principal components that have relationships of values greater than 0.3 with fewer than 
three components are considered weak components.

Source: Own construction

Financial 
ratios

Components

1 2 3 4 5 6 7 8

X25 0.031 0.340 0.032 –0.025 0.018 –0.002 0.018 0.907

X33 0.045 –0.003 0.200 0.002 0.165 –0.006 0.916 0.004

X34 0.022 0.002 –0.021 –0.026 –0.003 –0.002 0.006 –0.003

X38 0.022 –0.044 –0.030 –0.018 –0.007 0.959 –0.007 –0.002

X48 0.076 0.093 –0.038 –0.041 0.021 –0.005 0.004 0.970

X51 0.381 0.164 0.135 –0.061 –0.085 –0.285 0.102 0.134

X63 –0.178 –0.038 0.008 0.850 0.007 –0.035 0.017 –0.011

X64 –0.794 0.016 0.056 0.343 –0.006 –0.011 –0.021 –0.037

X70 0.347 0.048 –0.036 –0.840 0.032 0.012 –0.002 0.069

X73 –0.307 0.067 0.111 0.274 0.005 0.017 –0.019 –0.013

X77 0.927 –0.005 –0.018 –0.065 0.028 0.023 0.026 0.033

X81 0.105 0.121 –0.041 –0.060 0.034 –0.003 0.008 0.966

As a final result of the PCA test, 26 principal components were extracted. These components have the 
highest influence on the dependent variable. Table 7 illustrates the relationship between the extracted 
principal components and the financial ratios. It is worth noting that a component that does not have  
a high correlation with a value ≥ 0.3 with three or more financial ratios is considered a weak component 
and preferable to be excluded. 18 strong components were observed, alongside 8 components showing 
weak correlation. To verify the disappearance of multicollinearity among predictors, the new data will 
be subjected to the test of multicollinearity.

Table 8 demonstrates that multicollinearity has definitely disappeared, and the results presented 
above are contrary to the results of the multicollinearity test prior to PCA testing, as indicated  
in Table 5. It is noteworthy that the Tolerance has inflated and become constant at a value of 1, while 
the VIF value has decreased and does not exceed 3 in all instances. Now that the principal components 
have been extracted, the model can be tested again. But experimenting with 26 components relying was 
found to be more accurate than relying on 18 components only. That means the weak components also 
play a significant role in improving accuracy. Table 9  shows the accuracy of the model classification after 
applying the PCA and extracting the suitable principal components.
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Table 8  Multicollinearity test after PCA

Note:  A statistical test using linear regression for the purpose of examining the selected data, and ascertaining whether there is an overlapping 
relationship between the independent variables or not. The test depends on two basic indicators, Tolerance and VIF, if the values  
of tolerance are small and do not approach 1, and the values of VIF are very inflated and exceed 3. This indicates the existence  
of multicollinearity between the variables.

Source: Own construction

Independent variables
Collinearity statistics

Tolerance VIF

1 1 1

2 1 1

3 1 1

4 1 1

5 1 1

6 1 1

7 1 1

8 1 1

9 1 1

10 1 1

11 1 1

12 1 1

Table 9  Confusion matrix after PCA

Note:  The confusion matrix aids to identify several elements, firstly, the model's overall classification accuracy, in this case, was 77.42%, this rate 
is the result of dividing the total number of correctly classified instances by the total number of instances. The intersection of observed 
bankruptcy and predicted bankruptcy expresses instances that are correctly classified, and the intersection of observed bankruptcy 
with predicted normal expresses instances that are incorrectly classified. The intersection of observed normal and predicted bankruptcy 
expresses instances that are incorrectly classified, and the intersection of observed normal with predicted normal expresses instances that 
are correctly classified.

Source: Own construction

Observed

Predicted

Y

Bankrupt Normal

Actual Y
Bankrupt 269 82

Normal 67 242

Accuracy 77.42

Table 9 presents the accuracy of classification from F-O ALMM0 model after training and testing. As 
noted, the overall accuracy was 77.42%, which is satisfactory in its totality. Improvement in the model 
is highly significant because it managed to classify correctly 269 bankruptcy instances; whereas, it 
misclassified 82 instances. It also classified 242 healthy instances correctly and misclassified 67. Notice 
that the misclassification rate of the model concerning the healthy instances has decreased, and the 
classification ability has increased after applying the PCA technique. Table 10 focuses on the model’s 
ability to predict bankruptcy by measures of prediction accuracy.
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Table 10 illustrates the values of the model’s error. It is noteworthy that these values have signifi cantly 
decreased, indicating an improvement in the model’s quality in predicting bankruptcy. Th is is refl ected 
in the overall accuracy of 77.42. Additionally, the Recall and TNR  indicate suitable values as well. It is 
interesting to note that the TNR rate still stands below the Recall rate, indicating that the model still 
tends to misclassify healthy instances in comparison with bankruptcy instances. It can be noted that there 
is a diff erence between the actual and expected values from Figure 2.

Table 10  Error values after PCA

Note:  To evaluate the classifi cation accuracy more specifi cally, the most important measures that help in determining the model error were 
used, type I, Mean Absolute Error, type II, Mean Square Error, type III, Root Mean Square Error. Although Recall and TNR are elements 
of the confusion matrix, these metrices are shown in this table for clarifi cation purposes. Recall to assess the model's capacity in detecting 
instances of bankruptcy. TNR to evaluate the model's profi ciency in identifying healthy instances.

Source: Own construction

Model Type I Type II Type III Recall TNR

F-O ALMM0 0.227 0.227 0.476 79.82 74.61

Figure 2  Predicted values vs actual plot

Note:  A fi gure expressing the relationship between the actual values and the predicted values in the form of two curves, the fi rst curve in blue 
represents the actual values, while the red curve represents the predicted values. The fi gure highlights the observed convergence between 
the two curves at some point, and the observed dissonance at some point.

Source: Own construction

Th e impact of the PCA technique is clearly evident through Figure 2, where the level of compatibility 
between the actual values and the expected values is noticeable. In Figure 1, the compatibility was limited 
to the horizontal range (0–0.1) only, but in this case, the compatibility between the two curves takes a 
longer range (0–0.3). Th en, a slight divergence in the range (0.3–0.7) is observed, followed by renewed 
compatibility in the range (0.7–1). Table 11 illustrates the comparison between the results of the model 
before and aft er using PCA.
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Measure Before PCA After PCA

Error 1 0.327 0.227

Error 2 0.327 0.227

Error 3 0.572 0.476

Sig. 0.00 0.00

R2 0.116 0.297

Cov. 0.084 0.136

Recall 68.10 79.82

TNR 66.20 74.61

Precision 66.20 74.69

F1 0.672 0.771

Acc. 67.27 77.42

Table 11  Parameters for evaluation

Note:  To compare the different results of the model before and after using PCA, the most important mathematical and statistical measures for 
performance evaluation were combined. Firstly, the error measures, type I, Mean Absolute Error, type II, Mean Square Error, type III, Root 
Mean Square Error. Secondly, the elements of the confusion matrix, Recall, TNR, Precision, F1, and Accuracy. Thirdly, the statistical measures, 
Significance, Coefficient of determination, and Covariance.

Source: Own construction

Through Table 11, the model can be evaluated mathematically using error measures, and statistically 
using certain statistical measures. The statistical significance of the model can be assessed through (Sig),  
the correlation between the actual and predicted values can be evaluated using (R2), and the degree 
of correlation in the variation between actual and predicted values can be assessed using (Cov).  
F1-score is the harmonic of Recall and precision, and the higher the F1, the better the predictive accuracy 
of the classification procedure. All in all, it can be noted that all the values given in Table 11 reflect  
an improvement in the quality of the model after applying the PCA.

5 DISCUSSION
The results presented in Tables 3 to 11 provide valuable insights into the performance and improvements 
made to the F-O ALMM0 model for bankruptcy prediction. In this discussion, the analysis and 
interpretation of these results aim to assess the model’s accuracy, identify challenges faced, and evaluate 
the impact of Principal Component Analysis (PCA) on model enhancement.

5.1 Interpreting findings in the context of existing research
Table 3 illustrates the initial classification accuracy of the F-O ALMM0 model. The overall attained 
accuracy of 67.27% is at a moderate level for an intelligent model. Even though it classifies 254 instances 
of bankruptcy correctly, it struggles with the classification of healthy instances, as it misclassified 119 
of them. This obviously proves that there are major challenges in separating the two instances, which 
is very important in financial risk assessment. This agrees with previous research indicating that most 
financial models often misclassify healthy firms because their financial characteristics overlap with those 
of distressed firms (Altman, 1968; Ohlson, 1980).
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5.2 Challenges in model performance
Table 4 presents an overview of error measures used to evaluate model performance. A relatively high 
RMSE with a medium range for Recall and TNR, it indicates that the model suffers from classifying 
bankruptcy correctly. Besides, one can mention that the rate of TNR is lower than Recall indicating thus 
a greater challenge in classifying healthy instances. This challenge is also consistent with the findings 
from related studies where models create a bias towards the bankruptcy instances due to its relatively 
lower occurrence in datasets (Beaver, McNichols and Rhie, 2005).

5.3 Improving input data quality with PCA
The discussion then focuses on the necessity of optimizing the quality of input data. It will be shown that 
the number of 83 predictors will cause problems with the training of the model. A solution will be the 
systematic use of PCA in extracting influential independent variables and eliminating multicollinearity 
among predictors, as presented in Table 5. In this table, the results indicate that there is a significant 
problem of multicollinearity since Tolerance values approaching zero and VIF valuesexceeding 10, a fact 
that means the necessity of using PCA.

Table 6 reveals that the extraction of principal components in all instances is above 0.75, which 
proves that it is appropriate to apply PCA for reducing dimensions. From the PCA test shown in Table 7,  
it can be seen that 26 principal components are obtained. Notably, 18 are strongly correlated and 8 are 
weakly correlated to financial ratios. The selection procedure reduced the multicollinearity, as confirmed  
in Table 8 with Tolerance reaching the constant value of 1 and VIF values not exceeding 3. Remarkably, 
it is relying on all 26 components, which seems more efficient to improve the accuracy of classification.

The extraction of 26 principal components, of which 18 correlated highly with financial ratios, supports 
the literature that suggests dimensionality reduction can be a method to enhance the performance  
of models by reducing multicollinearity (Jolliffe, 2002).

5.4 Enhanced model performance post-PCA
Table 9 presents the improved performance of F-O ALMM0 model after the use of PCA. The accuracy 
increased to 77.42%, hence there is a significant improvement. It can be noted that this model misclassifies 
fewer healthy instances, demonstrating the efficacy of principal component analysis in addressing the 
challenges of the model. Table 10 further highlights the improved quality of the model in the significantly 
decreased values of error. The Recall and TNR values improve considerably; however, the rate of TNR 
remains low, indicating the continued challenge in classifying healthy instances. Table 11 presents  
a comprehensive assessment of model performance, including statistical measures. It is shown that the 
improvement in the quality of the model is very high. The results obtained from F1-Score also prove 
the predictive ability of the model. The results align with previous studies advocating PCA’s utility 
in optimizing predictive models by improving feature relevance andreducing dimensionality (Wold, 
Esbensen and Geladi, 1987).

5.5 Explanation for results
The improved performance of the model can be attributed to many factors. Dimensionality reduction  
in the input data through PCA certainly helped lessen the impact of both multicollinearity and overfitting. 
By selecting the most influential principal components, the model focused on a lesser number of relevant 
features, hence improving the predictive accuracy. Further, from the result showing strong correlations 
between the selected components and financial ratios indicate that PCA effectively retained significant 
information for accurate classification.

The initial moderate performance and improvement afterwards underline quite significantly that 
data preprocessing is very essential for a machine learning model. In this case, probably the large  
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number of predictors used initially might have introduced noise and redundancy, which PCA 
effectively reduced. This aligns with prior literature highlighting feature selection and dimensionality 
reduction as a significant approach in improving model performance (Guyon and Elisseeff,  
2003).

5.6 Discussion of similarities and differences
Compared to existing studies, we notice both similarities and differences. The medium accuracy initially, 
then its improved performance after PCA are align with prior studies that highlight the advantages  
of dimensionality reduction (Wold, Esbensen and Geladi, 1987; Jolliffe, 2002; Guyon and Elisseeff, 2003). 
In contrast, Chen and Du’s (2009) study experimental results show that factor analysis exacerbates the 
misclassification errorleading to failure companies being incorrectly identified as healthy companies. This 
may be due to the peculiarity of sample, such as the distribution of financial health or due to economic 
environment during the collection of data.

5.7 Summarizing the discussion
In summary, the application of PCA played a significant role in the enhancement of the performance 
of the F-O ALMM0 model for bankruptcy prediction. Accuracy of the model, statistical significance, 
and error measures have all improved, with particular benefits in reducing misclassification of healthy 
instances. These results suggesting proper preprocessing and dimensionality reduction are important 
steps when developing effective predictive models within the financial domain.

Future research may explore more dimensionality reduction techniques and integration of alternative 
machine learning algorithms to increase further robustness in the model. Further, examination into how 
the diverse financial environments and different sample sizes impact model performance may provide 
deeper insights into the generalizability of the findings.

By contextualizing these results within existing research, providing explanations for observed outcomes, 
and summarizing key points, this discussion section aligns with standard expectations and offers  
a comprehensive analysis of the study’s findings and implications.

CONCLUSION
This paper tests the predictive ability of the intelligent Multi-model, F-O ALMM0 for bankruptcy 
prediction. A large study sample is used in this respect, consisting of a training sample with 2 001 financial 
instances and a testing sample with 660 financial instances. After reviewing the literature and explaining 
the model’s structure, the practical part was divided into four main stages. In the first stage, the model’s 
performance was tested after training it using 83 predictors. However, the model yielded only average 
or modest results, achieving a classification accuracy of only 67.27 %. This raised the question: What is 
wrong? And how can the model’s results be improved?

The first thing that caught attention was the sheer number of predictors, which is indeed beneficial for 
gaining a comprehensive understanding of a company’s financial status in a given fiscal year. However, 
as much as it is advantageous, it can also become a drawback, because the data may contain impurities 
and conflicting information that impede the model’s learning ability. Therefore, as a second stage, the 
data was processed using Principal Component Analysis (PCA) technique, extracting 26 principal 
components, including 8 weak components. Nevertheless, experimental results demonstrated that relying 
on all components without excluding the weak ones yielded better outcomes.

In the third stage, the performance of the model was tested once more with the extracted predictors. 
Obvious improvement in the quality of the model was realized as it attained a classification accuracy  
of 77.42%. In the fourth stage, a comparison was made between the results before and after applying 
PCA on the model with relying on mathematical and statistical measures. It has been concluded that 



2024

461

104 (4)STATISTIKA

this intelligent model achieves highly appropriate results in bankruptcy prediction, especially when  
the input features are pre-processed using the PCA.

The research would develop and validate the F-O ALMM0 model for the advancement of financial 
prediction field, wherein, through the application of principal component analysis to improve the quality 
of variables provided as input, it would not be merely a theoretical advancement about autonomous 
learning method but providing a tangible solution to enhance financial stability and decision-making. 
The findings are of practical relevance to investors, financial analysts, and policymakers, providing  
a robust tool for the early warning system of potential bankruptcies.

Besides these significant findings, the research presents a number of limitations. The first major 
limitation pertains to conduct a comparison analysis between the initial and subsequent versions of the 
model. Further, this study may involve testing the model using a larger and diverse sample that includes 
diverse temporal and spatial scope.

This approach can be adapted for application in other markets using more realistic data from 
established sources. Besides, the same approach can be adapted to categorize challenges across various 
fields beyond finance. The future research is expected to develop hybrid intelligent models further  
to address classification issues in both the finance and marketing fields. Also, it is anticipated to test other 
data processing tools, with a focus on Lasso Regression particularly, be used to enhance the processing 
methodology of raw data.
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